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Why to process natural language texts?
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lots of information, growing every day (web)
need for fast and continuous knowledge mining
no time for human intervention

large data make statistical processing possible

real data instead of false assumptions
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Text collection = a text corpus

m text collection: usually referred to as text corpus
= humanities — corpus linguistics, language learning

m computer science — effective design of specialized database
management systems

u applications — usage of any text as information source
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Text Corpora as Information Source
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So what is a corpus?

text lots lots fast and complex
corpus of text data of metadata search /retrieval
gather \ Ijgply | effective database
database =  text data: -+ tools management
i to get system
web /proprietary _
metadata suitable for text
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Corpora

n text type

m general language (gather domain independent information:
common sense knowledge, global statistics, information
defaults)

m domain specific (gather domain specific information:
terminology, in-domain knowledge, contrast to common texts)

= timeline

m synchronic: one time period / time span (— what is up now?)

w diachronic: different time periods / time spans (— what are
the trends?)

» language, written/spoken, metadata annotation type,
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Corpora

So is there any property one should aim at for all corpora?

Milo$ Jakubi¢ek NLP Centre, FI MU Brno

Processing of Very Large Text Collections



Corpora

So is there any property one should aim at for all corpora?

Yes — the size. | he bigger, the better
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Why does size matter so much?
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Corpora now

Corpora at NLP Centre:
= LARGE: billions (~10%°) of words

m COMPLEX: muti-level multi-value annotation, wide range of
languages
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Corpora now

Corpora at NLP Centre:
= LARGE: billions (~10%°) of words
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Corpora now

Corpora at NLP Centre:
» COMPLEX: muti-level multi-value annotation, wide range of
languages

Query new, york, Br 114,980 > Random sample 250 (0.0 per million)

<s><p>Jodie /jodie n/np i0IN€d /join vivvD ACXIOM ackiomn/Np @S /as i/n Chief chief n/np Privacy
/Privacy n/NP 8Nd /ang c/cc Compliance scoppjiance n/ive Officer sofsicer n/np 8N /and c/cc moved
/move vivvD WIth it i/ them sinem a/pp 10 sio i/ the she /o1 US 1us nine in jin inn 2007 /@card@
doc#53002  ,/cp before jherore iy 10INING fjoin vivvG e she x0T PMA 1pva n/nn I /in iy NEW jNew ninp YOrk
JYork niNP N /in j/iN 2009 s@card@ x/CD @S /as N SE€NIOT /senior n/np VICE yvice n/vp President
/president n/np Of fof ign EdUCation /eqycation n/np & /& c/cc Global igiopaj n/np Development
/Development n/NP - /. x/SENT </P></s>
<s>New jnew ninp YOTK jyork ninp TiMeS /Times nivp ' 7 x* 1€A€SIAN sredesign n/NN 1S /be vivBZ @ /a
doc#169551 x0T beautiful jpeautiful jrag exgmple Jexanple n/NN O jof i @ /a x/DT Webpage /webpage n/NN which
J/which xxwpT f€€lS sreer vivvz lIKe Jiike i/iN @ 7a x/DT NEWSPAPET jnewspaper n/NN WNICH syhich xwpT
feels srees vivvz lKe gike ifn @ a x/DT BIOG sbiog n/NN - /. x/SENT </5>
<S><p>NeW jnew 733 YOrK jyork vivv iNtO jinto i tis sinis x/pT NOUSE /nouse ninn — /— x- knowing
/know IVVG + /, x/, @S /as i/IN Y& fye n/NN UGNt sought x/mp 10 st0 x/T0 dash sgash vivv .+ /, x, that snat
doc#329449 X/IN/that ! /1d/PP €T /nee ji1JR POWLETISE /powderise n/NN TittIe sittie asr DUt jbut cicc when s hen
xWRB 1M im n/Np TUDDS /7ypbs n/np @ ja /o1 FONCKINg opick vy tONSUTe sionsure niNw +/, x/, N Jin
jon furniture s miture n/nn COMPANY seonpany n/nn TUPDS /upps ninp SMC /sy n/np and jand c/cc
fasten srasten vivv ? /2 xISENT </5>
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Corpora now

A big need for search/retrieval that is:

m INTELLIGENT: complex searching involving large amounts
of metadata

» VERY FAST: parallel and distributed processing

m ACCESSIBLE: interfaces for automatic processing via
third-party tools

Milos Jakubic¢ek NLP Centre, FI MU Brno

Processing of Very Large Text Collections



Applications

» information systems (going beyond fulltext search)

» information analytics (opinion mining, marketing
assessment)

» intelligent text processing (predictive and adaptive writing,
correction tools, effective writing in mobile devices)

» computer lexicography (better dictionaries, larger
dictionaries)

» machine translation (parallel corpora)

m statistics for enhancing NLP tools
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What can we offer?

Ready-made tools for corpus building, management and effective
search:
» Building: from own data/from the web, crawling, cleaning,
deduplication
» Management: effective indexing in special DBMS
m Search: very fast evaluation of complex queries, keywords
extraction, extraction of semantically related words, word
sketches
Most of the tools are part of Sketch Engine, a product developed
in collaboration with Lexical Computing Ltd.
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Demo: Sketch Engine

compare and contrast words visually

sexy 3 3 fellow 11
ambitious 5 464 58 pass 4
amusing 5 47265 wordplay 4
clever 10 47257 .8 1. chap 10
subtle 6 0 64 54
brave 6 0 66 51
devious 3 07100
cunning 5 0 77 00
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Demo: Sketch Engine

build specialised corpora instantly from the Web

CorpusID [fooihall_test_corpus

Language | Engiish

Downloading data...

y coming to getthe ball Variety in who com
going to run the ball because they 've bi
n handing off the ball { to hide it from the

24%|

Inputtype | 5, Seed words

" URLs

Seed words [pack, block, bootleg, carry,

clipping, cornerback, counte
curl, defense, division, dowl
encroachment, flanker, flood
fumble, gap, guard, gunner,
handoff, holder, huddle, int

but the ball just pastthe line of

Successfully processed files 17 BT to getthe ball into the end zone o

i the ball is snapped . If you ¢

| ball carrier in the Crunt

- ds the ball to the ball carrier to

lloksnsieineved 14506 |4 qfffie ball to the ball carier toward the l

Tokens per file (avg) 853 | Bek is between the ball carrier and the line
Time elapsed 0:47

ing guard , butthe ball carrier runs outside

kev kick kicknff Tlateral

# Cancel processing

they still have the ball carrier run a sweep

justto getthe ball away and avoid a s
piddle but was stripped and fumbled the ball , which was picked

. and guys would choose to not run the ball out of the endzone
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Demo: Sketch Engine

thesaurus

te St (verb) enClueWeb (full) freq = 6180301 (74.8 per million)

Lemma Score Freq

evaluate 0.532 4453262
analyze 0.475 3595762
monitor 0.467 4047771
examine 0.455 5078101
investigate 0.453 3907848
utilize 0.439 4047715
maintain 0.438 10975886
introduce 0.435 8263900
assess 0.43 3196297
demonstrate 0.426 5668643
identify 0.423 10722177
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Conclusions

m Text corpora represent a valuable information source useful
for many practical applications

m Corpora as text databases require special solutions that are
fast and powerful

m There are number of tools developed in the NLP Centre
for corpus building, management and efficient search
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