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Introduction

Introduction

m SOTA DNN LMs are accurate but also slow, black-boxed, and monolithic.
m Word embeddings of SNN LMs [1-4] provide strong baselines for many tasks:

1. semantic text similarity [5] 2. text classification [6] 3. information retrieval [7]
m Word embeddings produce systems that are fast, interpretable, and modular.
m MIR@MU research group develops and maintains Gensim [8]:
m Essential Python NLP library: 2.6k article citations and 11.2k stars on GitHub
m Contains hardware-accelerated implementation of Word2Vec and fastText SLL LMs. [9]
m Perfect tool to prototype, implement, and evaluate enhanced word embeddings.
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https://mir.fi.muni.cz/
https://github.com/RaRe-Technologies/gensim
https://mir.fi.muni.cz/

Positionality, subword sizes, and hyphenation

Positionality

m Word2Vec [1, 2] and fastText [4] CBOW models are trained to minimize the distance
between the mean of context word embeddings and the masked word embedding:

brown
lazy

Jumps
°“.GV

The quick brown ??? jumps over the lazy dog.

m However, the position of words in context is not taken into account.
m Mikolov et al. [10] achieved SOTA on English Word Analogy task using
position-dependent weighting. However, no open-source implementation exists.
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Subword sizes

m Unlike Word2Vec [1, 2], fastText [4] embeds not only words, but also subwords.

-gram

<ed ati tin ing ng>

(] [T

JIM

m This speeds up training and allows inference of embeddings for unknown words.
m However, previous work reports optimal subword sizes only for English and German.
m Our experiments suggest:
1. 5% improvement on Czech Word Analogy task with optimal subword sizes over defaults.
2. A fast method for estimating the optimal subword sizes from corpus statistics.
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https://amitness.com/2020/06/fasttext-embeddings/
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Hyphenation

m Hyphenation splits words into subwords based on morphology or phonology.
NO HYPHENATION DEFAULT HYPHENATION CUSTOMIZED HYPHENATION
would have created would have created would have created
surprise. Owing to surprise. Owing to  surprise. Owing to the
the proximity of the the proximity of the proximity of the Hay

Hay Market, the Hay Market, the Market, the number
number of number of establish-) of establishments of
establishments of ments of bad char-)  bad character, the
bad character, the acter, the prepon- preponderance of the

preponderance of  derance of the trad-) trading and working

m TeX's hyphenation algorithm [11] achieves perfect accuracy with tiny models. [12, 13]
m fastText [4] embeds only subwords of fixed size and ignores morphology.
m Hyphenating fastText should decrease model size and speed up training.
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https://creativepro.com/take-control-of-your-hyphenation/

Positionality, subword sizes, and hyphenation

Sounds fun?

m Take a look at our bachelor’s and master thesis topics:
m Positional weighting of fastText word embeddings (bachelor’s thesis, diploma thesis)
m Finding optimal n-gram sizes for fastText Models (bachelor’s thesis, diploma thesis)
m ... or come up with your own thesis topic!
m Join us at the PV212 seminar this Thurstday at 10 AM (CET) over Zoom, where we will
dive into the details of out word embedding experiments.
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https://is.muni.cz/auth/rozpis/tema?fakulta=1433;obdobi=8063;sorter=vedouci;balik=1275;tema=380959;uplne_info=1
https://is.muni.cz/auth/rozpis/tema?fakulta=1433;obdobi=8063;sorter=vedouci;balik=58;tema=380956;uplne_info=1
https://is.muni.cz/auth/rozpis/tema?fakulta=1433;obdobi=8063;sorter=vedouci;balik=1275;tema=381166;uplne_info=1
https://is.muni.cz/auth/rozpis/tema?fakulta=1433;obdobi=8063;sorter=vedouci;balik=58;tema=381167;uplne_info=1
https://is.muni.cz/auth/el/fi/podzim2020/PV212/index.qwarp
https://cesnet.zoom.us/j/183301071?pwd=UTNUOWthM2lZclJWS2s1bHo3dmxyZz09
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