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- Authorship identification using 
ensemble learning

- Ahmed Abbasi et al. [1]
- 97% on 10 authors

Ensemble model
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Email detective
- Email Detective: An Email 

Authorship Identification 
And Verification Model

- Yong Fang et al. [2]
- 98.9% on 10 authors
- 92.9% on 25 authors
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BertAA
- BertAA: BERT fine-tuning 

for Authorship Attribution
- Maël Fabien et al. [3]
- 99.1 % on 10 authors
- 98.7% on 25 authors
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Datasets
- 5, 10 and 25 authors
- Enron, Techcrunch and crypto telegram
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Datasets
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Results - Ensemble
- Ensemble model
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Results - Ensemble model
- Number of features:

- Telegram - 4500-6000
- Enron - 26000
- Techcrunch - 44000-55000

- Ensemble is more robust on more authors
- Random forest is better with less features
- MLP can be better than ensemble with lower number of authors 

and bigger number of features
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Results - Email Detective
- Email detective - input set to 100 yields better results than larger 

input
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Results - BertAA
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