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Abstract. Extracting translation equivalents from parallel data has been
considered the main and most efficient method in the lexicography field.
However, parallel data are not always available or sufficient, especially
for rare and low-resource language pairs. Translation equivalents obtained
from comparable data offer a solution for this problem. This paper com-
pares the performance of some methods that utilize either parallel or
comparable data and demonstrates the results on the Estonian-Slovak lan-
guage combination. We show that comparable data usage aspires to be a
viable alternative for low-resource languages or rare language pairs, and
we propose a new equation for more effective translation equivalents’ in-
duction.
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1 Introduction

Over many years, inducing translation equivalents through parallel data has
been a preferred method among lexicographers. Parallel data often means
parallel corpora or, in some cases, bilingual dictionaries. Current lexicographic
tools utilizing either of those provide an effective and reliable method for
obtaining translation equivalents as they include a lot of context information.[5]

However, rare language pairs or low-resource languages often lack parallel
data, which could mirror in the quality and amount of the resulting translation
equivalents. An alternative offer quickly developing modern approaches from
the NLP field that claim using only comparable data for this task as sufficient.
Among these methods are cross-lingual embedding models requiring monolin-
gual word embeddings and only a few or no supervision signals at all. These
models are evaluated on various tasks, such as cross-lingual named entity recog-
nition, information retrieval, etc. This paper focuses mainly on the bilingual lex-
icon induction task, i.e., the BLI task.

The drawback of the comparable data-based methods is that they do not
involve any context information as they are one-to-one or one-to-many align-
ments. Therefore, in contrast to the parallel data-based methods, they exclude
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any phrases or multi-word expressions that are valid parts of bilingual dictio-
naries.

This paper aims to compare the quality of the resulting translation equiva-
lents obtained by chosen methods that utilize either comparable or parallel data.
We show the results on a rare language combination, namely Estonian-Slovak.
We induce a certain amount of translation equivalents with each method and
evaluate them manually.

Our motivation is to explore whether recent trends favouring comparable
data can compete with standard, widely used parallel data.

In this case, the bilingual dictionary-based parallel data method is repre-
sented by a pivot Estonian-Slovak dictionary obtained from English-Estonian
and English-Slovak dictionaries [8]. Regarding parallel corpus, we manually
evaluated the Estonian-Slovak dictionary extracted from the Estonian-Slovak
parallel corpus EUR-Lex from SketchEngine.[6]

For the comparable data, we picked three currently most cited cross-lingual
embedding models that are often used as benchmarks, musk [7,14], VEcMar
[1,2,4,3], and FastText for bilingual alignment [11]. Moreover, we experiment
with different levels of supervision.

This paper is structured as follows. In Section 2, we introduce the chosen
methods for our comparison and divide them into comparable and parallel-data-
based. In Section 3, we explain the data we used for the evaluation in further
detail. In Section 4, we present our results and provide a thorough comparison
of the evaluated models. In Section 5, we offer concluding remarks and outline
new ideas for future work.

2 Related Work

This section provides insight into methods used in this paper for obtaining
translation equivalents from either parallel or comparable data.

21 Comparable Data

One of the solutions for extracting translation equivalents using comparable
data provides cross-lingual embedding models. Cross-lingual embedding mod-
els have recently become a popular research topic as they can connect meanings
across languages. The monolingual word embeddings of two or multiple lan-
guages are projected into a shared joint space where words with similar mean-
ings obtain similar vectors. Afterwards, translation equivalents’ candidates are
extracted by computing cosine similarity.[15]

Frequently, the methods use various levels of supervision; they can be
strongly supervised, semi-supervised or unsupervised. Supervision signals are
represented by word-to-word dataset and vary from 5,000 words or can be
comprised of similar strings and numerals.

These models offer a good solution for low-resource languages or rare lan-
guage pairs because they do not require extensive parallel data. On the other
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hand, they are still behind their parallel data-based counterparts concerning
multi-word expressions or phrases as they do not include any context informa-
tion.

In the following subsections, we describe three approaches we choose for
our experiment. The reason behind this is that these approaches are stated
in many papers as benchmarks and considered state-of-the-art models among
cross-lingual models.

MUSE is a framework that combines domain-adversarial settings with applying
the iterative Procrustes algorithm. The model can be trained in a supervised
or unsupervised manner. Furthermore, it provides an option to rely only on
identical strings. Code and pre-trained aligned word embeddings are available
in an open-source GitHub library.!

VEcMAP is a robust framework that consists of multiple steps, including
iterative refinement and bootstrapping techniques. Similarly to musk, it has
multiple types of training, such as supervised, semi-supervised, training relying
on identical strings and unsupervised training. Moreover, the library and code
are available on GitHub.?

FastText utilizes orthogonal mapping and modified CSLS retrieving method.[11]
Script is available on the GitHub repository® and pre-trained aligned word em-
beddings are available on FastText official website.*

2.2 Parallel Data

As mentioned above, this paper recognizes two types of parallel data: parallel
corpora and bilingual dictionaries.

Parallel corpora usage has been the preferred approach among lexicogra-
phers as it produces high-quality dictionaries. The crucial argument is that paral-
lel corpora contain rich context information, lowering human intuition in build-
ing a bilingual dictionary.[5]

The downside of parallel corpora is that it does not offer enough data for
small languages or uncommon language pairs. The parallel corpora-driven
bilingual dictionaries for such languages do not cover a sufficient amount of
information for their users.

In this experiment, we manually evaluate Estonian-Slovak translation equiv-
alents extracted from the Estonian-Slovak parallel corpus EUR-Lex with around
300,000,000 tokens. EUR-Lex is a multilingual corpus composed of texts from

! https://github.com/facebookresearch/MUSE
Zhttps://github.com/artetxem/vecmap

3 https://github.com/facebookresearch/fastText
*https://fasttext.cc/
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the EUR-Lex database® that includes official documents and law and legislation-
related texts.[6]

The statistics-based method for obtaining translation equivalents from the
EUR-Lex Estonian-Slovak parallel corpus computes the probability that the cur-
rent word pair is a translation equivalent by measuring the logDice association
score.[16] This score considers the frequency of the current word pair (the higher
frequency, the higher probability of being a translation equivalent) and the fre-
quency of each word separately (the higher frequency, the lower probability of
being a translation equivalent).[13]

Another option for inducing translation equivalents is to utilize existing
bilingual dictionaries that share a common language. The idea is to connect
meanings from two languages through a third, pivot language. The pivot lan-
guage is usually well-resourced, for instance, English. This offers an alternative
for rare language pairs with no parallel data. However, the resulting transla-
tion equivalents are often polluted by the pivot language causing incorrect align-
ments due to the polysemy of the words.

In this paper, we adopted the results from the Estonian-Slovak dictionary [8]
that was obtained by merging English-Estonian and English-Slovak dictionaries.
The dictionary was manually assessed on randomly sampled 1,000 translation
equivalents, and the achieved accuracy with parallel data was around 40%.

3 Experimental Setup

In the training process, we experimented with two types of pre-trained mono-
lingual word embeddings, FastText monolingual word embeddings[9] and
SketchEngine monolingual word embeddings.®[10]

Pre-trained FastText monolingual word embeddings for Estonian and Slovak
contain around 300,000 words, and we included all of them in the models’
training. In SketchEngine pre-trained embeddings for both languages were
included around 1 million tokens. For our purposes, we worked only the first
300,000 and added embeddings for words with lower ranks that occurred in the
evaluation dataset described in Section 4.

Moreover, we trained muse and VEcMaPr models in a supervised (model-S),
unsupervised (model-U) and semi-supervised mode that relies only on identical
strings and numerals (model-I). FastText model, we trained in a supervised
manner only. In the supervised training, we used our manually created word-
to-word dataset with around 5,000 word pairs. The training dataset contained
only words occurring in both monolingual word embedding files.

4 Evaluation

This section focuses on the data and methodology used in the evaluation
process.

> https://eur-lex.europa.eu/homepage.html
®https://embeddings.sketchengine.eu/
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To evaluate the Estonian-Slovak dictionary induced from parallel corpora,
we randomly sampled 1,000 translation equivalents with two constraints: the
achieved logDice score must be above 10, and the Estonian words” frequency
must be above 1,000. This limited our choice to 35,528 translation equivalents.
The aim was to eliminate noisy word pairs such as numbers, proper names
from other languages, symbols or words from languages other than Estonian
or Slovak.

Despite the dataset limitation, the manual evaluation revealed many mis-
takes. For example, numbers ("558" : ’558’), incorrect proper names (‘engstrom’
: ‘alfonsi’), website links ('vormis’ : "http:/ /eur-lex.europa.eu/en/index.htm’),
different language words ('nuts’ : 'nuts’). Thus, the resulting accuracy was 16.1%.
The result is displayed in Table 3.

To evaluate the cross-lingual embedding models, we utilized a basic Esto-
nian vocabulary word list. We extracted this word list from the Basic Estonian
Dictionary’ provided by the Institute of the Estonian Language, which covers
basic vocabulary aimed mainly at A2 to B1 CEFR learners.

We assigned the frequency to each word based on its occurrences in Estonian
National Corpora from 2017. Afterwards, we randomly picked 70 Estonian
words with very high frequency and 30 words with low occurrence. The aim
was to see how each model performs on high- and low-frequency words.

The metric picked for evaluation is Precision at k (P @ k), which is the
proportion of the number of correct translation equivalents to the number of
all extracted translation equivalents where k is the amount of extracted target
words for each source word. [12]

In the evaluation process, we extracted the 10, 5, and 1 nearest neighbour,
their position, and their scores from which we computed two relative scores:
the difference between the highest and current scores and the ratio between
the highest and current scores. We gained 1,000 translation equivalents for 10
nearest neighbours, 500 translation equivalents for 5 nearest neighbours, and
100 translation equivalents for 1 nearest neighbour. Then, we randomly sampled
100 translation equivalents from the first two groups for the manual evaluation.
In the group with 1 nearest neighbour, we evaluated all of them. The results are
stated in Table 3.

Additionally, we excluded all unknown words. These unknown words arise
because they do not occur in the pre-trained monolingual word embeddings
in the first place. FastText did not include 4 of the Estonian words we picked
for the evaluation, i.e., ‘dressid” (soccer jersey), "kontoritarbed” (office supplies),
"lastevanemad’ (parents), ‘ujumisriided” (swimwear). SketchEngine contains all
of the words from the evaluation dataset.

During the manual control, we labeled each translation equivalent in two
categories: correctness, whether the translation equivalent is correct or not, and
in the second category, we reasoned our decision. The motivation was to analyze
occurred errors. Table 1 summarizes all labels.

7 http://www.eki.ee/dict/psv/
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Table 1: Manual controls’ labels and examples.
Example

Correctness Label

YEs meanings match ‘ammu’ : 'ddono’(long time ago)

YEs inflected word form "demokraatia’ : 'demokracii’ (democracy)

YEs adjective in different grade ’‘onnelik’ : ‘najstastnejsi’ (the happiest, correct: happy)
YEs near equivalent or synonym ’soitma’ : ‘Soférovat” (travel/drive)

YEs additional word needed "kontoritarbed” : "kanceldrske’ (office, correct: office supplies)
No different part of speech "sobralik’ : "priatelstvo” (friendship, correct: friendly)
No antonym "kiire’ : ‘pomalé’ (slow, correct: fast)

No number "kell’ : 17.00’ (clock)

No shortcut "kilo” : kg’

No symbol "kell’ - '+

No meanings do not match ‘linn’ : "radnica’ (city hall, correct: city)

Apart from assessing the quality of the translation equivalents, we looked at
the models’ performance on the high- and low-frequency words. We divided the
labelled dataset into these two groups and computed their precision separately.

In most cases, models performed worse on low-frequency words; however,
there are some exceptions, i.e., FastText model regardless the monolingual word
embeddings, etc.

Furthermore, we observed big gaps between the precision for the high- and
low-frequency words in some models. For instance, model Musk trained with
FastText embeddings in a supervised mode, etc. All results are stated in Table 2.

Table 2: The comparison of the precision P@10, P@5, and P@1 when separating
words into high- and low-frequency words.

(high-/low-frequency) P@10 P@5 P@l
FastText

Musk-S (%) 26.86/12.12 40/8 58.57/30
Muse-1 (%) 28.76/7.4  25/16.66  45.71/13.33
Muse-U (%) 27.27/30.43 43.05/32.14 60/26.66
VecMAP-S (%) 43.66/17.24 452/29.62 74.28/43.33
VecMar-1 (%) 28.04/22.22 46.05/37.5 60/33.33
VecMar-U (%) 28.57/20  36.23/41.93 61.42/ 30
FastText (%) 35.21/17.24 33.8/27.58 72.85/40
SketchEngine

Muske-S (%) 47.05/34.37 39.39/41.17 70/66.66
Muse-1 (%) 28.35/27.27 38.15/29.16 68.57/56.66
Muse-U (%) 30.12/23.52 48.64/38.46 71.42/53.33
VEcMAP-S (%) 39.70/12.5 48.57/46.66 74.28/66.66
VecMar-1 (%) 38.88/17.85 47.14/23.33 75.71/63.33
VecMar-U (%) 40/20 39.72/40.74 77.14/60
FastText (%) 13.88/21.42 45.45/47.05 77.14/56.66
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After the assessment of the translation equivalents, we visualized scores
and positions of the correct and incorrect translation equivalents in 6 different
graphs: absolute score and position, absolute score and relative scores (differ-
ence, ratio), relative scores and position, and finally, relative scores against each
other. The graphs of the VEcMar trained in a supervised mode with FastText
word embeddings are displayed in Fig. 1.
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Fig. 1: Various graphs for correct and incorrect translation equivalents extracted
from VEcMAP trained in a supervised mode with FastText embeddings

According to these graphs, the score line between correct and incorrect
ranges between 0.4 - 0.5. This means that instead of extracting the 10, 5, or
1 nearest neighbours for each Estonian word, we can set the limit based on
the current induced word’s score and eliminate some incorrect translation
equivalents. The limit can be expressed as follows:

limit = 0.45 + position = 0.01

However, given the Fig. 2 obtained scores with SketchEngine monolingual
word embeddings were higher. Therefore, the score line rose to 0.6 - 0.7. In this
case, the limit can be formulated like this:

limit = 0.65 + position % 0.01

In the next step, we decided to restrain the score limit of the translation
equivalents, compute precision again, and see how the result changed. The
results are shown in Table 3.



10 M. Denisova

e o0 o ooe . 1.00 e ®we 0 ® o 0200
.
8 eoe oo eee . ® o e _° .
. 4 0175 o
. L4 3 0.150 . .
.
6 e o ®o meo *e Jy S ° oo, o
® . 0 . 0125 °
5 § 0.90 P o g Y
2 3 . o o° g e ° oo
] ) oo . o %% o 0 @ o 50100 R e o
- C o085 . . oo T 075 . . 0y %
e e = o ° . o
0o % .8 Wy . o
2 e oo ocmoesm o . . ° 0.050 .
0.80 Py g . % ° .
e Corect @ @00 00 o0 ® ® e e Corect 0.025 ® % %’
.
o] e mcorect e o oo ® @ sle o Incorrect 0,000 ® e we oo o ‘e
055 060 065 070 075 080 085 090 055 060 065 070 075 080 085 090 055 060 065 070 075 080 085 090
score absolute_score absolute_scort

. o
.

(a) Absolute/Position (b) Absolute/Ratio (c) Absolute/Difference
L ] - L] - - 1004 ® - Y IC t
8 . 3 o eooee o 8 o o esee 3 \‘
o @ oo . o o cmecs o o 095 %0
§6 - :‘: o:o" o. . és . .o ..n:.. o:. ‘ ‘ §“5° 1%‘.
P . coe . oo Eal oo o oo o o g ":.:'.
2 L] @™ e o0m om0 o 0 2 ®e e® o & o ®e o . ° ...i.
0.80 L] by
S et = - S e e
0.75 0.80 0.85 0.90 0.95 1.00 0.000 0.025 0.050 0.075 0‘100 0125 0150 0.175 0.200 o7 0.000 0.025 0.050 0075‘ 0100 0125 0150 0.175 0200
(d) Ratio/Position (e) Difference/Position (f) Difference/Ratio

Fig. 2: Various graphs for correct and incorrect translation equivalents extracted
from VEcMAP trained in a supervised mode with SketchEngine embeddings

Given Table 3, the models’ precision rose significantly after putting a limit
constraint. Moreover, models trained with SketchEngine monolingual embed-
dings performed with and without limit in most cases better than with FastText
embeddings.

Generally, all models achieved the best precision when only the closest near-
est neighbour was considered. VEcMar trained with SketchEngine monolingual
word embeddings was able to ascend the precision up to 72%, which makes it
the best model at P@]1.

However, some inconsistencies among the results of the models’ precision oc-
curred. The reasons could be various. For instance, the random sampling picked
more word pairs with a higher position, the model found better equivalents on
higher positions, or we did not set the limit for extracting word pairs accurately.

The most remarkable gap between the monolingual word embeddings was
in the model Musg-S and the FastText model.

Musk-S trained with SketchEngine embeddings found 30 word pairs that the
model trained with FastText embeddings did not find. Reversely, FastText found
6 word pairs that were not in SketchEngine, and both matched in 11 word pairs.
Table 4 displays some examples.

FastText trained with FastText monolingual word embeddings found 24
word pairs, SketchEngine 11, and both matched in 11 word pairs. In Table 5
are provided some examples.

Compared to the parallel data-based methods, the pivot dictionary signifi-
cantly surpassed the Estonian-Slovak dictionary induced from a parallel corpus
and is still a concurrence to the cross-lingual embedding models. On the other
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Table 3: The precision P@10, P@5, and P@1 of comparable data-based models
(Musg, VEcMap, FastText) before and after applying a limit for the extraction of
the translation equivalents compared to the performance of the parallel data-
based methods.

P@10/ Limit P@5/ Limit P@1

Comparable data

FastText

Muse-S (%) 22/ 36.84 32/4594 50
Muse-1 (%) 23/ 35.71 23/3529 36
Muse-U (%) 28/ 34.48 40/ 46.05 50
VECMAP-S (%) 36/ 45.2 41/ 46.06 65
VecMar-1 (%) 27/ 31.57 44/50.60 52
VecMar-U (%) 26/ 32.81 38/4235 52
FastText (%) 30/ 40.9 32/48.83 63
SketchEngine

MusE-S (%) 43/ 4716  40/49.12 69
Muse-1 (%) 28/ 33.33 36/ 5454 65
Muse-U (%) 29/ 33.33 46/ 52.72 66
VECMAP-S (%) 31/ 35.36 48/52.17 72
VecMar-1 (%) 33/37.5 40/ 47.76 72
VecMar-U (%) 33/ 33.76 40/ 5833 72
FastText (%) 16/ 21.81 46/ 5256 71
Parallel data

Pivot dictionary (%) 40 - -
Parallel corpus (%) 16.1 - -

Table 4: Comparison of the word pairs that were found or were not found by
Musk either trained with FastText (Muse-S-F) or SketchEngine (Muse-S-5).

ET SK Pos. Score Rank Correct
Muse-S-F laupdev piatok 1 0.621176 34506 No
laupiev sviatok 8 0.578794 34506 No
suhkur cukry 1 0.962491 28078 Yes
samuti rovnako 5 0.500055 108  Yes

Musg-S-S laupiev nedelu 4 0.756580 14506 Yes
laupiev Nedela 8  0.733683 14506 Yes
laupiev vikend 5  0.756557 14506 No
suhkur skrob 6 0.802334 7490 No
samuti rovnako 4  0.792155 190  Yes
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Table 5: Comparison of the word pairs that were found or were not found by
FastText either trained with FastText (FastText-F) or SketchEngine (FastText-S).

ET SK Pos. Score Rank Correct
FastText-F laul pesnicka 0 0.253858 752  Yes

loplik ~ konecné 4  0.214931 5056 Yes
onnelik milovany 1 0.172903 9829 No
0
2

soitma cestovat 0.264190 13698 Yes
soitma  jazda 0.180665 13698 No

FastText-S laul hymna 7  0.573021 4021 No
loplik  presny 8  0.522405 6906 No
onnelik Stastné 6 0.517561 2381 Yes
soitma  viezt 3 0.628647 2734 Yes

hand, the parallel corpus-based method performed noticeably worse than most
of the cross-lingual embedding models.

Importantly, we did not focus on words’ senses and recall of the models. As
we can see from the examples, the cross-lingual models could connect various
word forms, but they perform poorly on different word senses. If we focused on
models’ recall, the parallel data-based models would perform better as they can
capture context information.

5 Conclusion and Future Work

We have compared the precision of the translation equivalents induced by three
approaches utilizing comparable data with two parallel data-based approaches.
We have manually analysed the obtained translation equivalents and have
provided insight into occurred errors. Additionally, we have introduced a new
formula for extracting translation equivalents from cross-lingual embedding
models more effectively.

Although the parallel data are still a competition to the comparable data,
as they contain rich context information, in some disciplines, the comparable
data outperformed parallel data significantly. Moreover, given the amount of
research conducted in the cross-lingual embedding models’ field, they represent
a good alternative and show promising results for the future, either stand-alone
or as supplement data, especially for low-resource languages or rare language
pairs.

Finally, the formula for extracting translation equivalents was inferred manu-
ally based on the graphs’ observations. However, every model and monolingual
word embeddings are specific and require different weights for their limit. We
propose for future work to implement an algorithm that would tailor the most
appropriate limit for each model separately.
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