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Abstract. Document AI is a relatively new research topic that refers to
techniques for automatically reading, understanding, and analyzing busi-
ness documents. Nowadays, many companies extract data from business
documents through manual efforts that are time-consuming and expen-
sive, requiring manual customization or configuration. This paper de-
scribes techniques to address these problems, apply them to real-world
data, and implement them to an end-to-end solution for automatic infor-
mation extraction from business documents.
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1 Introduction

Information extraction typically consists of two consecutive steps. Firstly text
detection and recognition are run to obtain text representation of the input
document. Secondly, we extract the information from the received text. In our
paper, we present a multi-modal approach to information extraction, which
extracts information not only from text alone but integrates all three modalities:
text, position, and image, to obtain the best results.

2 OCR frameworks

An essential step at the start of the business document pipeline is finding text
blocks and their positions on the page. For scanned documents, OCR (Optical
Character Recognition) frameworks are needed.

There are recent OCR frameworks based on deep learning: we describe the
models and steps used in these frameworks. We focus on two main steps in
OCR pipelines: text detection and text recognition. We discuss the importance
of customization and fine-tuning the models included. Specifically, we compare
frameworks: Doctr [11], EasyOCR [6], and Tesseract [13] and their ability to be
customized and fine-tuned for document understanding in the Czech language.
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Text detection models aim to output areas containing text. Most of these
models are trained in languages based on Latin script. Therefore, we assume
the performance does not suffer without training or fine-tuning the models for
the Czech language and is sufficient to performdocument understanding. Scene
text detection is an active area of research and can be easily re-used in document
understanding.

Text recognition models aim to extract text from the bounding boxes gener-
ated by text detection models. These models need to be fine-tuned for the spe-
cific language vocabulary. We use Differentiable Binarization Net (DBNet) [9]
as it is available in both EasyOCR and Doctr1. We can compare text recognition
models in an end-to-end pipeline by unifying text detection architecture. Easy-
OCR has additionally available CRAFT [3] model.

2.1 Models

This subsection briefly introduces different model architectures we are training
or re-using.

DBNet Text detection model, that proposes Differentiable Binarization. The
model produces a segmentation map alongside the proposed threshold for
binarization. The threshold map solves post-processing and improves met-
ric performance and speed. Model implementations can differ in Convolu-
tional Neural Network (CNN) backbone2. The most common is original vgg-
16, resnet18, deeper resnet50.

Convolutional Recurrent Neural Network (CRNN)[12] Text recognitionmodel
that combines the strengths of image feature extraction of CNN followed by
the sequential processing of RNN. CNN’s local patch processing ensures
that columns from the feature space correspond to column patches in an
original image. Locality preserving allows sequential processing in RNN.
The most common RNN layers are GRU or LSTM to model long-term de-
pendencies.

MASTER: Multi-Aspect Non-local Network for Scene Text Recognition [10]
Text recognition model that introduces Multi-Aspect Global Context Atten-
tion (GCAttention) based encodermodule and a transformer-based decoder
module.

Vision Transformer for Fast and Efficient Scene Text Recognition (ViTSTR) [2]
Text recognition model that follows transformers architecture with self-
attention mechanism and multi-headed attention. This model emphasizes
speed and efficiency in a single-stage encoder step based on vision trans-
former (ViT) [4].

1 Implementation of DBNet in EasyOCR and Doctr differ in backbone and weights
2 Implementation of CRNN in EasyOCR, Doctr, and Tesseract differ in backbone and
weights.
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2.2 Tesseract

Tesseract is a well-known OCR framework that is considered to be the open-
source baseline. Since version 4.0.0, Tesseract has used the CRNN architecture
with the LSTM network for text recognition. Text detection is still performed
usingmultiple steps: component analysis, contour detection, and lines detection.
Traditional text detection causes Tesseract to be more prone to preprocessing
techniques. In order to get better OCR results, improvement of the quality of
the image is needed.

2.3 EasyOCR

EasyOCR framework offers only the CRNN model as a baseline. The CRNN is
pre-trained on an English text and it combines Convolutional Neural Networks
and Recurrent Neural Networks. EasyOCR’s pre-, mid- and post-processing are
parametrized and customizable. The parameters for text bounding boxmerging
can change granularity from lines to words, and slope parameters adjust how
much rotation is allowed in text bounding boxes. However, training scripts need
to be better documented.

2.4 Doctr

Doctr framework is very recent and contains CRNN, MASTER and ViTSTR
model architectures. We use this framework for custom training as it contains
well documented curated repository with novel architectures.

3 Multi-modal Transformers overview

In this section, we will introduce the multi-modal models, which use additional
modalities, such as position and image, to maximalize the performance of infor-
mation extraction tasks. In more detail, we will discuss the Layout Language
Model (LayoutLM) Family developed by Microsoft Corporation. We will de-
scribe the three generations of the LayoutLM models together with its cross-
lingual version LayoutXLM. We will also list related work by other research
groups to obtain the whole picture of Multi-modal models.

3.1 LayoutLM family

The first model of the LayoutLM family has introduced already in December
2019. [17] Architecture of this first model was a quite simple extension of the
Vanilla Transformer model. Instead of simple WordPiece tokens, this model
takes on input also individual positions of the bounding boxes of corresponding
tokens. The context-aware embeddings from the Transformer models are then
concatenated with the document representation from a pre-trained Vision
Neural Network.
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The main difference between the first and second versions of the LayoutLM
model is that the LayoutLMv2 takes the image representation on the input of
Transformer models and therefore is able to train attention between all three
modalities at once.

The improvement in the third version of the model was to use a domain-
specific model for the Vision Embeddings. The model used a Document Image
Transformer pre-trained as Auto-Encoder on IIT-CDIP, a dataset that includes
42 million document images [14].

The main training objective for these models is still a variation of the Mask
Language Modelling, which aims to predict masked text tokens based on their
position and surrounding text and image context information. The models also
use additional pre-training tasks, which can be found in the published paper of
all three models. [17,16,5]

All three versions of themodelswere trained on IIT-CDIPTest Collection [14].
The collection contains 11 million scanned documents. The dataset consists of
documents from the state’s lawsuit against the tobacco industry and extracted
text provided by the OCR system in the 1990s.

3.2 Multi-lingual models

The LayoutLM family is extended to LayoutXLM (Layout Cross-Lingual Lan-
guageModel) to address the problemof information extraction fromdocuments
from multiple languages. [18] This model architecture and pre-training are in-
herited from LayoutLMv2 but pre-trained and evaluated on different datasets.
The lack of some extended multi-lingual scanned document dataset forced the
researchers to crawl theweb for digital-bornmulti-lingual documents. Scrapped
were then parsed with a PDF parser and filter from records containing less than
200 words or containing more than one language (identified by language de-
tector from the BlingFire3). The dataset was then enriched by sampling from
scannedEnglish documents from IIT-CDIPTest Collection. The final dataset con-
tainedmore than 30Mdocuments in 53 languages (including Czech and Slovak).

The only other model we found pre-trained on the multi-lingual dataset
is LiLT [15]. This model offers the option to divide the text representation
and layout into two separate models, which can be pre-trained separately and
only fine-tuned together. Therefore in fine-tuning, one can use any pre-trained
language model such as XLM-RoBERTa and then only merge it with Layout
Transfomer and fine-tune them together. For more information about how the
textual model is separated, we refer the reader to the original paper [15].

3.3 Other related work

Extensive research exists in multi-modal transformers, but to our knowledge,
only LayoutLM and LiLt also offer multi-lingual models. In this section, we
provide a short overview of conducted work in this area and for further
3 https://github.com/microsoft/BlingFire
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information, refer the reader to the original papers. These models also belong
to related multi-modal models:

– FormNet –model fromGoogle AI Research, which proposes two newmech-
anisms called Rich Attention and Super-Tokens. Rich Attention leverages
the spatial relationships between tokens to calculate a more structurally
meaningful attention score and Super-Tokens for each word in a form by
embedding representations from their neighboring tokens through graph
convolutions. [7]

– DocFormer –model fromAmazonAI ResearchGroup,which offers another
type of multi-modal attention implemented through residual connections
and contributes to additional pre-training tasks. [1]

– SelfDoc – from Brandeis University and Adobe Research group, which
main difference to LayoutLM family models is that it adopts semantically
meaningful components (e.g., text block, heading, figure) as themodel input
instead of WordPiece tokens. [8]

4 Experiments

This section will describe the dataset used for training our models, followed
by a description of the individual experiments and a comparison of the trained
models.

4.1 Dataset description

We perform a collection of documents, as no Czech documents dataset of a suffi-
cient volume or quality is available. Our collection is performed by querying and
automated downloading of the document-format file results from a publicly-
available data-sharing platform uloz.to. We query for keywords associated with
common categories of office documents, such as “faktura”, “smlouva” or “dok-
lad”. Such-collected, categorized documents are then manually cleaned, result-
ing in a collection of 6,849 invoice images that we annotate for chosen entity
types.

We obtained languages of crawled documents by applying publicly available
language detection tool4 on the output of the Tesseract OCR engine.

In Figure 3, we can see that the final dataset contains documents mainly
in Czech, Slovak, and Polish but also small amounts of English and Slovenian
invoices.

The annotation process consists of (i) selecting a bounding box (BBox) that
separates a position of the entity within the document visual and (ii) assigning a
category to such BBox out of a predefined set of entity labels5. In Figure 1, we
4 Tool is available at https://github.com/Mimino666/langdetect
5 The entity types are chosen to allow an automated payment of the detected invoice
based on the extracted information.
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can see an example of an invoice with annotated entities with corresponding
bounding boxes.

The annotation process yields a total of 39, 670 entity annotations, ranging
from 10 annotations for the rarest category (specific symbol) to 8, 359 annota-
tions for the most common category (total amount).

4.2 Born-digital dataset

By the same procedure, we receive a collection of 788 pdf documents consisting
of born-digital invoices and scanned invoices. Firstly, we clean the dataset
by removing scanned documents. As a criterion for scan identification, we
use the average size of the page, dimensions of images, and characters. More
precisely, we reject documents with an average page size greater than 500,000B
or documents containing images with dimensions larger than the dimensions
of the pdf. Further, we inspect characters, and documents containing unknown
characters are removed. Through this process, we obtain 485 documents that
are processed and used for fine-tuning Doctr and EasyOCR models.

We use pdfminer program to extract words (labels) and the corresponding
images, resulting in a dataset of 687,241 samples. We train OCR models on this
dataset with a train-validation-test split on unique words (60/20/20).

4.3 Results OCR

In Table 1, we compare pre-trained Tesseract, EasyOCR, and Doctr CRNN
models with our trained models Doctr MASTER and Doctr ViTSTR. These
models are not available pre-trained, and our training of the Doctr CRNN
model was unsuccessful due to an error in the library. We compared the exact
match, partial match, and elapsed time. The exact match is a 1− word error
rate. A partial match is 1 if the ground truth starts with the full prediction;
otherwise, 0.

Doctr MASTER performed the best from our tested models with 2% word
error rate. However, it is a magnitude slower than Tesseract. Doctr ViTSTR is
the faster-trainedmodel; however, its performance is insufficient for commercial
use. Pre-trainedEasyOCRmodel is faster and has better performance thanDoctr
ViTSTR.

4.4 Results

In this section, we will compare the performance of text-only models with the
same-sized LayoutLM models. We also compared models with two different
pretraining datasets, i.e. pretrained only on English data and pretrained on
multiple languages, including Czech and Slovak.

As a representative of the text-based model pretrained on English, we chose
RoBERTa Large model and pretrained on the multilingual dataset BERT Vase
Multilingual Cased, XLM RoBERTa Base, and XLM RoBERTa Large. From the
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Fig. 1: Example of annotated invoice
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Fig. 2: Number of individual entity types across the whole dataset.
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(visualizing only languages with more than 5 documents).
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Table 1: Performance comparison of text recognition models on born-digital
dataset

Exact Partial FPS

Tesseract v5 0.90 0.90 3.35
EasyOCR CRNN 0.83 0.84 34.14
Doctr CRNN 0.89 0.89 27.36
Doctr MASTER 0.98 0.99 0.46
Doctr ViTSTR 0.75 0.83 18.84

LayoutLM family, we fine-tuned two models pretrained on English scanned
documents: LayoutLMv2 Base and LayoutLMv2 Large, and pretrained on a
multilingual dataset: LayoutXLM Base.

We used the Tesseract OCR engine for all models to extract text information
from the annotated scanned dataset.

In Table 2, we can see that pretrained multi-modal achieved higher scores
than their equal-sized tex-only-based models. Furthermore, we see that both
text-based and multi-modal models improved more by increasing the model
size than by including multilingual pretraining since the best-performing text-
only model is XLM RoBERTa Large, which is the strongest text-only model, and
the overall best-performing model is LayoutLMv2 Large.

In Figure 4, we can see the confusion matrices of two best-performing
multimodal models: LayoutXLM base and LayoutLMv2 large.

Table 2: Performance comparison of Text-based and LayoutLM models on
separated evaluation datasets.

F1-score Precision Recall

BERT Base Multilingual Cased 66.74 66.75 66.73
XLM RoBERTa Base 72.80 72.61 73.00
RoBERTa Large 78.25 77.52 79.00
XLM RoBERTa Large 79.36 80.30 78.44
LayoutLM v2 Base 77.83 75.99 79.76
LayoutLM v2 Large 83.06 82.38 83.75
LayoutXLM Base 79.40 78.75 80.06

5 Discussion and Future Work

In this paper, we presented end to end solution for information extraction
in business documents. We offered solutions for both OCR and information
extraction by text-only and multi-modal Transformers.
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Fig. 4: Confusion matrices of finetuned LayoutXLM base (left) and LayoutLMv2
large (right) models.

In the OCR sections of the paper, we proved that EasyOCR and Doctr frame-
work are sufficient for document understanding. However, to create novel and
well-behaving products, custom training is necessary. Both have the common in-
tersection of models; however, models are not compatible with each other and
prevent any sensible comparison. Training scripts for EasyOCR need to be more
documented. Doctr framework lacks parametrization. The training can be im-
proved by hyper-parameter search, as Transformers and CRNN have a different
sensibility to learning rate and the number of epochs. Our paper does not eval-
uate the text detection models, which can cause a bottleneck in the commercial
use of the system.

In the NER sections of the paper, we offered an overview of available
multi-modal Transformer models and, more in detail described the family of
the LayoutLM models. In the Section 4, the LayoutLM model with equal size
achieved significantly better results than their equally-sized text-only counter-
parts.We also show that on presented dataset size of themodel improved results
by a higher margin than introducing multilingual pretraining. This behavior
can be explained by the types of extracting entities, mainly composed of infor-
mation written in digits (number codes, dates, times, sum), which are language-
independent.

In future work, we propose experimenting with the LayoutLMv3 model as
we revealed that models pretrained only on English could outperform multi-
lingual-based models. Furthermore, we plan to research the impact of the used
OCR engine on the performance of the NER model.
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