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Abstract. Document Visual Question Answering is a relatively new ex-
tension of Visual Question Answering. The aim is to understand the doc-
uments and to be able to obtain information that corresponds to the ques-
tion that was asked. This proposition aims to approach the problem of
the lack of datasets and a model for Slavic languages. Therefore we would
like to create a model and dataset for Document VQA suitable for the non-
English language. This paper overviews the field of Question Answering
and also describes the first Czech Document VQA dataset and model.
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1 Introduction

Document processing and analysis is a rapidly growing field. It applies not only
to analysts who try to obtain and analyze critical information. It is also used in
economic sectors, where they speed up the processing of legal documents and
invoices. Several newworks approach the document information extraction task
through Visual Question Answering, due to which Document Visual Question
Answering is created nowadays. This domain is very young; therefore, most of
themodels and datasets are only in English. This paper proposes a plan to create
a system that can improve non-English Document understanding, specifically
for the Czech language. First, we are trying to form the first Czech dataset for
Document VQA. Furthermore, we plan to develop the first model for DVQA,
which will process Czech invoices. Last but not least, we propose to address
three research questions extending the applicability of general document extrac-
tion technology to non-English languages.

2 Background

This section discusses the current situation in Document processing and Ques-
tion answering. The first part focuses on a general overview of Intelligent
Document Understanding and Visual Question Answering. Subsequently, we
overview available datasets and models in these fields.
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2.1 Intelligent Document Understanding

With Intelligent Document Understanding (IDU), machines are able to compre-
hend and analyze unstructured data. Earlier works for document understand-
ing [8,12] stood on a predefined set of rules. Therefore they required an exact def-
inition of a template for every type of document that they were processing. [17]

IDU combines Natural Language Processing (NLP), Computer Vision, Ma-
chine Learning, andDeep Learning. Transformers are best suited for these tasks;
for example, simple transformers are practical for NLP and Computer Vision
tasks. On the other hand, Layout-aware Transformers are used for IDU because
they can comprehend the layout information for the given document. As a re-
sult, LayoutLM [19] combines text, document layout, and visual information to
extract practical knowledge from a document.

2.2 Visual Question Answering

Question Answering (QA) [3] models work with text and retrieve answers
to the given question [13] based on the information they got from the text.
This process is a combination of natural language processing and information
retrieval fields. On the other hand, Visual Question Answering (VQA) focuses
on understanding the visual data. Even if the images contain some text, this text
is not considered when answering the given questions. However, there is also
a combination of QA and VQA, which incorporates text from the scene of the
images.

Document Visual Question Answering [7] seeks to obtain knowledge from
documents to answer questions. The asked questions may relate to different
parts of the examined document, not only the text part; for example, they
may refer to inserted images, tables, and forms, but they may also refer to
the overall arrangement of the text. Therefore, for Document VQA, we also
need to incorporate the detection of scene objects and an understanding of the
document’s layout and the relations between different parts of the layout.

Presently, there is lacking coverage of non-English models for Document
Visual Question Answering. For this reason, we would like to expand the
coverage of the models on Document VQA by the Czech language model.

Figure 1 presents an overview of our proposed system for document process-
ing based on VQA. The model will be trained on our Czech dataset for Docu-
ment VQA. The system will be able to answer the entered questions by writing
the required answer and highlighting this answer in the document. Highlight-
ing in the document is essential, mainly because the text of the correct answer
may be in several places in the document, but the correct answer is only one of
them. On the other hand, it is also possible that the correct answer will be found
more than once in the text, and it is crucial to highlight all the right answers.

2.3 Datasets

This section describes datasets used for Document Question Answering or
Named Entity Recognition.
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Jaký je IBAN dodavatele?

Fig. 1: Top-level approach for Document Visual Question Answering

Question Answering (QA) Nowadays, there are Question Answering datasets
available in multiple languages. The most significant datasets are in English.
These datasets differ in the size of question-answer pairs as well as the origin
of these datasets. A large part uses texts from Wikipedia or newspaper articles,
which are used to find answers to professional questions. Next, some datasets
focus on technical areas, for example, on mathematical questions are also worth
mentioning.

The first frequently used English dataset is the StanfordQuestionAnswering
Dataset (SQuAD) [13]. The original version of this dataset consists of over
100 000 questions posed on a set of more than 500 Wikipedia articles. The
second version of the dataset has an additional 50 000 unanswerable questions.
Conversational Question Answering (CoQA) [14] is another dataset in English.
As is mentioned in the name of this dataset, it consists of more than 8 000
conversations and contains 127 000 questions, which also include evidence for
answers. Answers can be free-form text.

The French Question Answering Dataset (FQuAD) [5] is an example of a
dataset that is not in the English language. This french dataset is similar to
the SQuAD dataset; both use Wikipedia articles. There are also two versions
of FQuAD. The first one contains over 25,000 samples, and the second one is
bigger, with more than 60,000 samples.

Although these datasets work with text, they cannot be used directly on
Document VQA, given that they do not contain a visual stand. In Document
VQA, it is crucial to look at the document from its visual standpoint; different
parts of documents have different meanings. With the text-only QA datasets,
this information is lost.

Visual Question Answering (VQA) In the VQA datasets, we can use the same
images for different languages. This is possible because we focus on the objects
in the picture, not the text it contains. One of the English datasets is VQA
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dataset [1], which includes 204,721 images from the MS COCO dataset [10]
with 614,163 questions and 7,984,119 answers. This dataset also possesses 50,000
abstract scenes with 150,000 questions and 1,950,000. The Image-Set Visual
Question Answering (ISVQA) [2] dataset went one step further and focused on
a multi-image setting. The dataset consists of 141,096 questions about objects
and relationships in one or more images. In total ISVQA has 60,884 image sets.

The Indic Visual Question Answering dataset [4] is an example of a non-
English VQA. The exciting thing about this dataset is that it focuses on three
languages: Hindi, Kannada, and Tamil. This Indic dataset consists of 3.7 million
image-question pairs for each of these three languages on the same set of images.

Named Entity Recognition (NER) Named Entity Recognition aims to locate
and identify entities in the given text. One of the datasets for this task is the
CoNLL-2003 dataset [15], which consists of two languages: English andGerman,
and four types of named entities. The English data originate from Reuters
Corpus, composed of 22,137 sentences. The German part consists of 18,933
from the ECI Multilingual Text Corpus, precisely from the German newspaper
Frankfurter Rundschau. Another dataset for NER is Few-NERD [6]; this dataset
is more extensive than CoNLL-2003 and consists of 188,238 sentences from
Wikipedia, eight coarse-grained types, and 66 fine-grained types.

There are also datasets for legal documents, which are closer to our task.
An example of one of these datasets, which is also non-English, is a Dataset of
German Legal Documents for NER [9]. This dataset contains 66,723 sentences
and two versions of annotations. The first version consists of 19 fine-grained
semantic classes, and the second has seven coarse-grained classes.

Document Visual Question Answering datasets Only a few Document VQA
datasets have been created recently, primarily in English. These datasets consist
of web pages, scanned documents, or born-digital documents, and also various
pages are from textbooks or posters.

Currently, the best dataset on Document VQA is DocVQA [11]. This dataset
consists of several documents from the UCSF Industry Documents Library [18].
The important thing is that it also contains invoices, and all answers can
be retrieved directly from the document’s text. This is similar to the task
of our future model; processing and analyzing invoices and developing an
extractive model. As for the quality of the documents used, the dataset contains
born-digital documents, scanned documents, and handwritten or typewritten
documents. The reason why there are handwritten or typewritten documents
is that the documents are from the period between 1960 and 2000. Overall the
dataset consists of 50,000 questions over 12,767 document images, which are
extracted from 6071 scanned documents. [11]Of the 50,000 questions, 36,170 of
them are unique questions.

Visual Machine Reading Comprehension (VisualMRC) [16] is an example of
a dataset consisting of screenshots of web pages. Another difference between
this dataset and DocVQA is that it has images from different sources, which
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increases its diversity and usability. Altogether the VisualMRC [16] consists of
30,562 questions, where 29,419 are unique.

2.4 Models

This section will discuss some applicable models for our Document Question
Answering model and the models we are using for the baseline.

Question Answering models Question Answering models can retrieve the
response to a question from a text. There are two different types ofmodels based
on their answers. The first type is ExtractiveQA; in this type, answers are directly
written in the text. The second type is Generative QA, where the answer is a free
text based on the context of the text. An example of a model for QA is the BERT
Base model [3], which was fine-tuned on the SQuAD dataset.

LayoutLM family models The LayoutLM family consists of three generations of
multimodal Transformer models, which were pre-trained on the IIT-CDIP Test
Collection containing English scanned documents. Additionally, the LayoutLM
family also offers one multilingual model trained in 53 languages, including
Czech and Slovak.

3 Czech Document Visual Question Answering Dataset

This sectionwill introduce ourDocument Visual QuestionAnswering dataset in
the Czech language. We will focus on collecting documents, creating questions,
and mapping them to desired answers.

3.1 Data Collection

Our dataset contains 6,849 documents, the vast majority of which are invoices.
The documents are primarily in the Czech and Slovak languages, but it also has
Polish and Slovene languages. However, there are also non-Slavic languages like
English, German, and Hungarian.

For each invoice, we asked questions about 15 entities it contains. For each
entity,we created several different types of questions, coveringmultiple variants.
This also helps the model to learn to answer more than one type of question for
each entity.

In Figure 2, we can see how we created our dataset. At first, we have an
invoice with several entities. We have chosen the 15 most important from them,
for example, IBAN, account number, total sum to be paid, or invoice number.
From annotators, we have obtained the exact positions of these entities on our
invoices. Next, we created the questions for these entities, which were then
mapped to the bounding boxes with the correct one or multiple answers.



188 Š. Ščavnická et al.

Answer=+Question

Dataset

Fig. 2: Visual question answering dataset design: the green rectangle is the box
that contains the information crucial to answer the question.

4 Research Proposal

This section introduces three research questions that we propose to study in our
future work.

4.1 How can Textual QA and Visual QA datasets improve Document
Understanding?

Ourmodelwill be trained on the CzechDocument VQAdataset, which contains
a large number of relevant, but narrow questions regarding the document’s
content. We hypothesize that if we first introduce our model to much more
general and comprehensive QA datasets, the resulting model might be more
robust in the unseen evaluation scenarios and hence, perform better as a result.
Given that the textual QA datasets contain no layout, we propose to experiment
with (i) a synthetic text layout and (ii) where applicable, the retrieval of the QA
contexts from their original sources over the internet websites. Analogically, we
would like to use the VQA dataset to see how it can improve the understanding
of the document as an image. Finally, we would like to try all the relevant
datasets and examine the results.

We will compare the performance of our Document VQA models to the
baselines of (i) a competitive textual QA model, such as XLM-RoBERTa-Large,
and (ii) the Visual Named Entity Recognitionmodel, such as LayoutLM, trained
solely on our Document VQA dataset. We will experiment with three models
from the LayoutLM family: LayoutLMv2 Base, LayoutLMv2 Large, and Layout-
XLM model.

4.2 How well can Document VQA models generalize beyond training
entity types?

Conventional Named Entity Recognition models, for example, token classifica-
tion, can identify only a closed set of entity types present in the training set and
must be retrained when a new entity needs to be recognized. QA models can
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theoretically circumvent this limitation by having the question as a part of the
input. However, our model will be trained using a closed set of questions – one
or a few for each entity type.

Therefore, it remains unclear whether such a QA model will be able to
answer questions that are beyond the scope of its training set. We measure how
well our model can generalize to unseen entities by selecting entity types as
either training or evaluation and splitting the dataset accordingly.

To provide a reference to the results, we will compare our model with a
competitive text-only model for QA and a model for the Visual Named Entity
Recognitionmodel from the LayoutLM family trained on the evaluation entities.

4.3 How much can Document VQA in non-English languages benefit from
English datasets?

Lastly, we will quantify the benefit of utilizing English Document VQA datasets
for document understanding in other languages. In this set of experiments, we
will compare the model performance on a target language, i.e., a language of
the final application, trained using (i) English data only, (ii) using a mixture of
English and the target-language data, and (iii) using solely the target-language
data. Details of the experimental setup can be found in Section 4.1.

Notably, the evaluation of the approach will assess the applicability of our
models to unseen languages, which is necessary for relevancy in a vast majority
of the world languages.

Our evaluation setup will include target languages where any document-
understanding datasets are currently available. Thanks to our dataset, thesewill
includeCzech.Also, small-scale datasets forDocumentNERorQAare available
in French and German.

5 Conclusion

This paper offers a basic overview of systems and datasets for Document Visual
Question Answering. We created the first Czech dataset for Document VQA.
Last but not least, we pose three research questions outlining future work:
(i) improvement of Document Understanding, (ii) generalizing Document VQA
beyond training entity types, (iii) benefit of English datasets for non-English
Document VQA.
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