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Word Embeddings

● Project words onto a vector space and keep interesting properties
○ Easy to process

● Useful for many downstream NLP tasks



Precomputed Word Embeddings

● Calculated using a modified version of fastText
○ Can read corpora indexed by manatee

● Available for 15 languages
○ Multiple attributes for every language

● We want to have a model for every language in Sketch Engine eventually





Precomputed Word Embeddings

● Available for download at https://embeddings.sketchengine.eu/
● Licensed under the terms of the Creative Commons 

Attribution-NonCommercial-ShareAlike 4.0 International License
○ Mention the source
○ For non-commercial uses
○ Derivative works can be shared under the same terms

https://embeddings.sketchengine.eu/


Embedding Viewer

● The models can be queried online at https://embeddings.sketchengine.eu/
● Similarity queries and vector algebra are supported
● ~5 pages of Python, depends only on NumPy

https://embeddings.sketchengine.eu/




Embedding Viewer API

● The results can be obtained through a REST API
○ As JSON
○ As tab-separated columnar data







Conclusion

● Multiple embedding models are available through 
https://embeddings.sketchengine.eu/

○ For download
○ Through API
○ Through Web UI

https://embeddings.sketchengine.eu/

