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TL;DR
Available Polish NER is almost useless for mining health records.

However, the exact proportions of its failures contain some food
for thought for anyone interested in healthcare NLP or Polish
language research.
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Our data
pl_ehr_cardio: Polish corpus of health records

50,000+ hospitalizations
18 years
cardiology only
ICD-10 diagnosis code for each hospitalization

Unstructured text data entered by doctors consisting of 4
sections:
1. Interview (onset): Arrival of the patient, reported symptoms
2. Interview (physical examination): Doctor’s findings after
preliminary physical examination

3. Discharge (physical examination): Summary of the
hospitalization, procedures, diagnoses

4. Discharge (recommendation): Recommended medications and
behavior changes

Core motivation
Discover latent knowledge hidden in unstructured text.
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Data sample
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Corpus statistics: Unit counts

Documents (hospitalizations) 50,469
Paragraphs (sections) 198,737

Sentences 2,573,000
Words 23,831,785

Interview (onset) sections 49,873
Interview (physical examination) sections 49,833
Discharge (physical examination) sections 49,722
Discharge (recommendation) sections 49,312
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Used NER tools: PolDeepNer2
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Used NER tools: spaCy
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Used NER tools: Spark NLP
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Why these 3?

PolDeepNer2 [4] is the state of the art
PolDeepNer2’s KPWr model [3] has some categories potentially
useful for medicine
spaCy [1] and Spark NLP [2] are widely used, so their biggest
Polish models (pl_core_news_lg and entity_recognizer_md for
Polish, respectively) are natural entry points for researchers who
primarily deal with other languages
Part of Spark NLP’s business are models for healthcare (so far in
English, German, and Spanish) and future extension into Polish
is possible
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What we did

Figure: Performance was manually evaluated in the BRAT annotation tool on
a balanced 10,000-word subset
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Performance comparison

Table: Entity counts (corpus word count is 23,831,785)

PolDeepNer2 spaCy Spark NLP
all 725,198 965,225 3,428,457
PER 170,969 23.6% 350,749 36.3% 381,543 11.1%
ORG 119,321 16.5% 248,115 25.7% 502,457 14.7%
LOC 21,026 2.9% 78,888 8.2% 1,350,885 39.4%
MISC 413,882 57.1% 287,473 29.8% 1,193,572 34.8%

Table: Precision comparison (manually evaluated, MISC cannot be compared)

PolDeepNer2 spaCy Spark NLP

all 90.9% 90/99 40.3% 104/258 7.6% 59/780

PER 100% 54/54 41.1% 53/129 34.4% 45/131
ORG 81.8% 36/44 50.5% 51/101 6.1% 11/179

LOC 0% 0/1 0% 0/28 0.6% 3/470
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Spark NLP for Polish: A complete failure

Figure: Extremely long matches
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Spark NLP for Polish: A complete failure

Figure: There are sections in which every sentence beginning is identified as
a location
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Spark NLP for Polish: A complete failure

Figure: Spark NLP does seem to match some medicine names, but it is
because it matches almost everything
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spaCy: Better, but still lots of noise

Figure: False positives undermine the usability of spaCy’s Polish model
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spaCy: Date/time functionality

Figure: Most date/time expressions spaCy finds are language-independent,
but it is a useful feature
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Shared error tendencies

Figure: All the models feel that abbreviations are important, but without
vocabularies or syntactical context, they are difficult to classify properly
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PolDeepNer2: Good at personal names

Figure: Most names of people in the corpus were the names of examination
signs named after inventors

K. Anetta, M. Arslan · General Polish NER and Health Records · December 11, 2021 19 / 27



PolDeepNer2: Decent at organizations

Figure: Names of departments and hospitals are relevant for medicine,
albeit marginally
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What can we expect from NER as a concept?

General NER is looking for entities that are only partially
relevant for medical science:

Personal names (useful for deidentification)
Organization names (irrelevant except for the occasional hospital
department name)
Location names (irrelevant)
Miscellaneous categories depending on the model

What medicine needs often fails to satisfy the definition of a NE:
Diagnosis names
Procedure names
Symptom names
Medicine names
Body part/function names
Measurement values
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KPWr n82 model (PolDeepNer2): Fine-grained
categories

nam_liv: Living
nam_org: Organization
nam_fac: Facility
nam_loc: Location
nam_adj: Adjective
nam_num: Numerical expression
nam_eve: Event
nam_pro: Product
nam_oth: Other
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PolDeepNer2: Tiny glimpses of hope

Figure: PolDeepNer2 identifying some medicine names as products is
impressive, but it only finds a tiny fraction of the total
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PolDeepNer2: Tiny glimpses of hope

Figure: In a couple of unique cases, PolDeepNer2 identified heart attacks as
events - however, recall is close to zero
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Conclusions
PolDeepNer2 could be used for de-identifying health records,
but it would have to be prevented from deleting surnames in the
names of medical concepts
spaCy does identify most names but the other 50% of found
entities are noise, rendering its name recognition unusable
spaCy’s identification of date/time expressions might be useful
for timestamping events
The authors of Spark NLP’s Polish pipeline might need to further
verify it as nothing should perform as bad as this

A valuable take-home message
Some of PolDeepNer2’s categories (product, event) are a step in the
right direction and suggest the possibility of tuning the existing
RoBERTa model and thus creating PolDeepNer2’s own MER (medical
entity recognition) model.
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Thank you for your attention!
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