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Introduction

Introduction

The AHISTO project makes documents from the Hussite era publicly available online.
Accurate OCR is required to extract actionable texts from scanned images.
Previously, we showed [1] that Tesseract 4 was the most accurate of five OCRs.
We study the impact of eight preprocessing techniques on the accuracy of Tesseract 4.
We publish dataset of scanned images, OCR texts, and annotations for three tasks.
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https://starfos.tacr.cz/en/project/TL03000365
https://nlp.fi.muni.cz/projekty/ahisto/portal
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Related Work

Related Work

OCRs preprocess scanned images to fix artefacts of:
1. printing process
2. scanning process
3. aging of paper

We additionally preprocess scanned images to:
4. adapt to strengths and weaknesses of Tesseract 4
5. add missing information to low-quality scans

We use preprocessing techniques based on:
layout analysis [2–12]
language identification [13, 14]
image super-resolution [15–22]

V. Novotný, K. Seidlová, T. Vrabcová, and A. Horák · When Tesseract Brings Friends · December 10, 2021 3 / 22



Methods

Methods
Optical Character Recognition

Besides Tesseract 4, we also use Tesseract 3, Tesseract 3+ 4, and Google Vision AI:
as baseline OCRs
for fusion of several OCRs (on the next slide)

For more information about different OCRs, see our previous article [1, Section 2].

Scanned Image Dataset
Previously, we developed a dataset [1, Section 3.1] of 65,348 scanned images.
For reproducibility, we use a subset of 51,351 images from public-domain books:

~$ wget https://lindat.mff.cuni.cz/repository/xmlui/bitstream/
/handle/11234/1-4615/scanned-images.zip

Length: 50609673540 (47G) [application/zip]
Saving to: ‘scanned-images.zip’

scanned-images.zip 0% [> ] 299.10M 73.1MB/s eta 9m 6s

https://nlp.fi.muni.cz/projects/ahisto/ocr-dataset


Methods Layout Analysis

Methods
Layout Analysis

Previously, we showed [1, Section 4.2]:
Google Vision AI can be more accurate than Tesseract 4.
Google Vision AI fails to properly segment multi-column pages.

We developed two techniques to decide whether a page is single- or multi-column:

a) Geometry
3 multi-column rays
4 single-column rays

Probably single-column

b) Machine learning
boundaries of lines
remove outliers
3 clusters of x-coords

Probably multi-column

We use our techniques to decide whether a page is single- or multi-column.
Single-column pages are processed by Google Vision AI, multi-column by Tesseract 4.
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Methods Language Identification

Methods
Language Identification

Panák [23, Section 4.4] showed that two-pass processing can improve OCR accuracy:
1. We use OCR to identify languages. 2. We use OCR with identified languages.

We developed two techniques to identify the languages in a page:

a) Paragraph-based
Pr(Czech) = 60%
Pr(Latin) = 40%

More robust
Ignores lone words

a) Word-based
Pr(Czech) = 55%
Pr(Latin) = 40%
Pr(German) = 5%

Detects more langs

In first pass, we identify languages using three or nine hand-picked language models.
In second pass, we use languages L, where Pr(L) ≥ threshold for different thresholds.
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Methods Image Super-Resolution

Methods
Image Super-Resolution

Many of our scanned images are only available in low resolution.
We use baseline techniques to upscale them:
1. bilinear interpolation 2. Potrace vectorizer [24]

We also use image super-resolution techniques:

We used four different models for image super-resolution:
3. two pre-trained SRCNN models: Waifu2x with low and high noise removal
4. two SRGAN models: pre-trained and trained on a PDF book of medieval texts [25]
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http://potrace.sourceforge.net/
https://github.com/nagadomi/waifu2x
https://github.com/HasnainRaz/Fast-SRGAN


Methods Evaluation

Methods
Evaluation

We evaluate our preprocessing techniques:
intrinsically on the layout analysis and language identification tasks
extrinsically on the OCR accuracy

For layout analysis, we report confusion matrices for single- and multi-column classification.
For language identification, we report the percentage of pages (Accuracy@1), where
we correctly guessed the primary language of a page during the first pass.
For OCR accuracy, we report the percentage of words, which the OCR did not guess
correctly (word error rate), averaged over all pages.

For reproducibility, we publish the human annotations for all three tasks.
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Results Layout Analysis

Results
Layout Analysis I

Simpler geometry technique only
misclassified two out of 120 pages.

ML technique misclassified 31 / 103
single-column pages as multi-column.

V. Novotný, K. Seidlová, T. Vrabcová, and A. Horák · When Tesseract Brings Friends · December 10, 2021 9 / 22



Results Layout Analysis

Results
Layout Analysis II

Google Vision AI performs significantly
better than Tesseract on single-column
pages, but fails catastrophically on
multi-column pages.
We receive significant improvements to
OCR accuracy by combining Google
Vision AI and Tesseract using the
geometry layout analysis technique.
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Results Language Identification

Results
Language Identification I

Google Vision AI performed much better
than Tesseract on language
identification.
Tesseract 3 performed slightly better
than Tesseract 4.
For Tesseract 3, using nine language
models with the word-based language
identification technique consistently
outperformed other configurations.
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Results Language Identification

Results
Language Identification II

Using two-pass processing, nine
language models, paragraph-based
language identification technique, and
0% threshold improved the OCR
accuracy of Tesseract 4.
The 0% threshold is very conservative:
only languages that we are sure are
not in the page are discarded.
Increasing the threshold sharply
reduces OCR accuracy, because we
consider pages with no languages to be
empty and skip the second OCR pass.
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Results Image Super-Resolution

Results
Image Super-Resolution

Google Vision AI does not benefit from
image super-resolution techniques.
Tesseract 4 always achieves better OCR
accuracy with super-resolution than
with low-resolution images.
Tesseract 4 outperforms even
high-resolution images with the
pre-trained Waifu2x models and with
our trained SRGAN model.
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Results Text Corpus

Results
Text Corpus

We combined our most successful preprocessing techniques:
layout detection using geometry,
language identification using

0% threshold
nine language models
paragraph-based technique

image super-resolution using the Waifu2x pre-trained with high noise removal
We achieved 5.42% word error rate compared to 8.74% with no preprocessing.

To enable NLP research of medieval texts, we publish the text corpus of OCR texts.
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Conclusion and Future Work

Conclusion and Future Work
Conclusion

OCR of scanned images for contemporary printed texts is considered solved problem.
OCR of early printed books and reprints of medieval texts remains an open challenge.

We developed eight preprocessing techniques in three different areas.
We showed that they can improve the OCR accuracy on medieval texts.
We also published an open dataset of:

51,351 scanned images and OCR texts
120 annotations for layout analysis and OCR evaluation
122 annotations for language identification

Future work
We only used language identification for whole pages.
OCR accuracy may be improved by processing smaller areas of the page separately.

We produced empty OCR outputs when no languages passed the confidence threshold.
Just disabling the language models in Tesseract may give better results.

https://nlp.fi.muni.cz/projects/ahisto/ocr-dataset


Thank You for Your Attention!
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