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Abstract. We present a comparison of state-of-the-art models for text clas-
sification of Online Risks and Supportive Interaction in anonymized In-
stantMessenger conversations held in Czech.We compare the transformer
models Czert, RobeCzech, and FERNET-C5 with the Fasttext classifier as
a baseline. For the comparison, we build a novel dataset with five sub-
categories for the Online Risks and five for the Supportive Interaction. We
solve the balanced classification problem achieving 75.44 - 89.66 F1 score
depending on the category. Our results show that the transformer models
perform consistently better than the baseline.

Keywords: Online Risks · Supportive Interaction · Facebook Messenger
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1 Introduction

Starting Natural Language Processing research in a new language domain
brings uncertainty about how existing models and tools will perform in it. In
such case, it is a good practice to compare several candidate models and select
the best-performing ones to develop further.

In our case, the domain of interest is composed of anonymized Instant Mes-
senger (IM) conversations of Czech adolescents conducted in Czech. Current re-
search [1] is trying to examine the effect of smartphone use on the well-being of
adolescents through analyzing data collected on-device. The IM conversations
constitute a significant portion of this data, and the classification will allow for
the measurement of smartphone use with high validity. It will provide insights
into what the users actually do on their devices in IM conversations and what
is the possible impact on their well-being.

So far, this specific domain has been under-researched in NLP. We try to
establish the difficulty of classifying the IM messages (without context) into
the respective sub-categories of the Online Risks and Supportive Interaction
categories, described in 3.2.We perform amodel comparison by fine-tuning four
new Czech transformer models using the Fasttext classifier as the baseline.
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2 Related work

The work in the domain of text obtained from social networks is highly diverse,
as it is an active area of research. Close in the language domain and study
participants’ age is the BlackBerry project [27] that examined adolescents’ text
messages. The authors of [26] classify social network messages of adolescents
from various sources by ensembling various statisticalmachine learningmodels
trained on word N-grams. Both of the mentioned works were carried out on
English corpora. In Czech, sentiment analysis was carried out on a dataset of
Czech Facebook posts in [9]. All of these works use methods pre-dating the
widespread use of text embeddings.

Contemporary NLP classification methods leverage the strength of pre-
trained deep language representation models, which have surpassed statisti-
cal approaches, such as used in [15] in various Text Classification (TC) tasks.
A systematic review of the Neural Network (NN) architectures in [17] gave
us guidance on the choice of the baseline model. We chose those transformer
models that achieve SOTA for Czech, based on the comparison in [14]. Until
very recently, the multilingual models SlavicBERT [2], mBERT [7], and XLM-
RoBERTa-base [6] achieved SOTA results for Czech. They were recently sur-
passed in classification by BERT-based models Czert-B [22], FERNET-C5 [14],
and RoBERTa based RobeCzech [25] that achieve comparable resultswith larger
multilingualmodels, such as theXLM-RoBERTa-large [6]. Czert andRobeCzech
are trained on a combination of Czech National Corpus [12], Czech Wikipedia
dump, and Czech news crawl. FERNET is trained on C5, a new Common Crawl-
based corpus. For completeness, we also measured the smaller ELECTRA [4]
model, Small-E-Czech [21], trained on a Czech web crawl and search queries.

3 Methods

3.1 Language Domain

The domain of private IM conversation is much less explored than the domain
of publicly available text gathered from social networks. Arguably, because such
data are hard to obtain, theymay contain sensitive information and thus need to
be anonymized,which is challenging. To solve it,weused themethods described
in [24]. Some features and issues in this domain are given by the fact that
the communication is held in Czech, it is conducted in private, through IM
communication tools, and it is communication between adolescents, their peers,
and sometimes also caregivers, such as parents. The dialogues are commonly
conducted in informal language. Their syntactic, stylistic, and grammatical
quality is considerably lower than formal styles, such as the encyclopedic
and journalistic styles, predominantly represented in the pre-trained models’
training corpora. The difference from the informal but for-public intended text,
such as status messages from social networks, forums, discussions, and chat
room conversations, all of which also occur in the training sets of language
models, remains un-quantified. Ultimately, when using such language models
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on tasks in our particular domain, the data cannot be considered to be within-
domain [8].

3.2 Annotated Corpus
We have created an annotated corpus of Facebook Messenger conversations of
adolescents participating in our study (N=17, 13-17 years old). Out of all col-
lected conversation records, we drew stratified batches of conversation samples
of representative size to ensure variability of the phenomena under consider-
ation in the annotated corpora. The total size of the annotated corpora for SI
and OR, expressed in number of rows of text, is (N=270,760, N=196,196), also
shown in Table 2 among other statistics.

The Annotation categories, i.e. Supportive Interactions (SI) and Online
Risks (OR) were derived from relevant research and theory in the fields of
psychology and communication [18,5,3,23,20]. Both categories refer to different,
conceptually unrelated types of communicative behavior, and they differ from
each other also in terms of their linguistic features. SI covers a range of commu-
nicative behaviors oriented at achieving the same intention, which is providing
social support through interpersonal communication to another participant of
conversation. Data falling under the OR category are defined by themere fact of
referring to a particular topic, i.e., different types of risks to adolescents’ health
and development, no matter whether at the interactional or ideational level of
language [10], e.g., it could be instances of online aggression directed at con-
versation participants but also references to aggressive behavior conducted by
someone else offline.

Since each of the two categories contained several sub-categories (see Ta-
ble 1), the annotation was posed as a multi-label problem for each category1.
Labels could be assigned to either a single row of a conversation or a block of con-
secutive rows. In order to create contextual units for the annotators to evaluate
rows or blocks, they were delimited by the conversation turns of chat partici-
pants.

We used Cohen’s 𝜅 [13] to measure the IAA because each category has been
annotated by two annotators (see Table 2 for the achieved IAA). In the case
of SI, positive examples were frequent enough, and we achieved a satisfactory
level of IAA. It oscillated between batches between moderate (.41 to .60) and
substantial (.61 to .80) and was constantly improving. For OR, the occurrences
were rarer; thus, we abandoned the random sampling of batches. Instead, we
first draw samples that scored the highest with preliminary classifiers trained
on the previously annotated data, which improved the yield. The IAA oscillated
between slight (.21-40) and moderate (.41 to .60) and improved inconsistently.

To sum up, for each category, we have obtained labels of different quality.
Especially in the case of OR, the reliability of the data is not entirely satisfactory.
1 While the annotation problem was indeed multi-label, due to various constraints, the
annotators always assigned only the most probable label and indicated that there
could bemore labels on the particular line, leaving it unfinished. This effectivelymakes
the problem multi-class.
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Table 1: Description of categories.
Category Description
Supportive Interactions

Information Support provide useful knowledge and information
Emotional Support express intimacy, caring, liking, empathy,

or sympathy
Social Companionship convey a sense of belonging, inclusivity, will to

spend time together in leisure, recreational activ.
Appraisal express acceptance, respect, validation, esteem
Instrumental Support offer practical help or resources, assistance in

getting necessary tasks done
Online Risks

Aggression, Harassment, Hate use of or reference to offensive language and
slander to cause harm

Mental Health Problems reference to long-standing MH problems: suicide,
self-harm, depression, eating disorders

Alcohol, Drugs reference to experiences with alcohol and drugs
Weight Loss, Diets discussions of weight-loss, working out and diets
Sexual Content sexual or sexually suggestive discussions

Table 2: Statistics of the annotated corpus.

Category # rows P(cat) 𝜅 # blockslabeled
Supportive Interactions (N=270,760)

Information Support 9967 5.08 0.685 5325
Emotional Support 9669 4.93 0.639 7284
Social Companionship 5317 2.71 0.599 4047
Appraisal 2338 1.19 0.65 1874
Instrumental Support 3331 1.7 0.604 2482

Online Risks (N=196,196)
Aggression, Harassment, Hate 5382 1.99 0.47 3737
Mental Health Problems 3098 1.14 0.46 1605
Alcohol, Drugs 2288 1.17 0.609 1625
Weight Loss, Diets 91 0.03 - 46
Sexual Content 3563 1.32 0.485 2949

3.3 Training Dataset

The phenomena we are classifying are rare events (see column P(cat) for the
percentage of rows in Table 2). Solving the imbalance of a dataset that would
respect the original distribution is not among the goals of this article; therefore,
we built binarized balanced datasets. They are composed of all the positively
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labeled data per respective class, complemented by an equivalent amount of
semi-randomly chosen negatively labeled data, in both cases labeled by at least
one annotator. The positive labels often span across multiple rows of a single
participant. We concatenated such cases into blocks (column blocks in Table 2)
of one or more consecutive rows with the same label, thus reducing the overall
example count. The negative examples were selected randomly but with paying
attention to the distribution of several features of the positive blocks (character
count, line count, number of participants), in an effort tominimize the statistical
bias introduced by the undersampling. Preprocessing consisted only of lower-
casing and removal of examples shorter than five characters.

3.4 Baseline Model

We chose the Fasttext classifier [11] as our baseline model, which is based on a
shallow feed-forwardNNusingword embeddings as inputs. It can achieve high
accuracy on many TC benchmarks, especially on datasets with high syntactic
variance, which is our case. We have used the automatic tuning feature to
determine ideal hyperparameters. We have also measured the impact of using
pre-trained embeddings.

3.5 Transformer Models

BERT [7], is a transformer model pre-trained on a large corpus in a self-
supervised fashion, with the Masked Language Modeling (MLM) and Next
Sentence Prediction (NSP) objectives. In MLM, the model randomly masks
a portion (15%) of the words in the input, then inputs the sequence in the
model and learns to predict the masked words. This is different from recurrent
neural networks or from auto-regressive models like GPT [19] which mask the
future tokens. In NSP, the model, given two sequences, learns to predict if the
second sequence follows the first one. This way, the model learns low-level, bi-
directional representations of the target language from which we can create a
classifier by a process called fine-tuning. The model outputs a special token
[CLS] that encodes the final hidden state h of the BERT model after inputting
the sequence. Finally, a softmax layer is added on top of themodel to predict the
probability of label l:

𝑝(𝑙|h) = 𝑠𝑜𝑓 𝑡𝑚𝑎𝑥(𝑊h), (1)
where W are the new layer’s parameters which are learned by minimizing the
cross-entropy loss using the task-specific dataset.

There are several variants of BERT that alter some of its components to either
improve it, shrink it, or achieve some other goal. RoBERTa [16], whose goal is to
improve the absolute performance, differs from BERT in the masking process,
tokenization, and pre-training. In BERT, the masking is performed only once
at data preparation time: the model masks each sequence a fixed number of
times. Therefore, at training time, the model will only use those previously
generated variations. On the other hand, in RoBERTa, the masking is done
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during training, each time a sequence is incorporated in a minibatch. As a
result, the number of potentially different masked versions of each sequence
is not bounded like in BERT. RoBERTa additionally uses a different style of
BPE tokenization (same as GPT-2). While BERT highlights the merging of
two subsequent tokens, RoBERTa’s tokenizer instead highlights the start of a
new token with a specific unicode character to avoid the use of whitespaces.
Furthermore, RoBERTa removes theNSP task frompre-training. Thus, in theory,
the RoBERTa model is more effectively regularized and can be trained for more
epochs to achieve better results.

ELECTRA is a BERT-based architecture, whose goal is to shrink the network.
Instead of using a masking token for the MLM, it provides plausible replace-
ments sampled from a generator network. It offers solid performance while
keeping the network several times smaller than BERT or RoBERTa.

4 Results

We summarize the experimental results in Table 3. They partially confirm the
results of [14] by showing that the FERNET-C5 model performs among the two
best models across our categories. However, in most experiments, RobeCzech
could achieve comparable or better performance. The Czert model, being the
first Czech transformer, is expectantly performing consistently worse than both
the newer models. The performance of Small-E-Czech is also worse compared
to the best models in all cases. On the other hand, the model is significantly
smaller, and its training is faster. Surprisingly, the much simpler Fasttext model
can approach the performance of the transformer models, provided that there
is enough training data. On the categories with fewer training examples, the
strength of transfer learning showed in the much larger gap in performance
between the transformer models and Fasttext.

4.1 Hyperparameters

We optimized the hyperparameters globally for all transformer models and all
categories at once. We based on the default values on [14] and used grid search
only to slightly tweak them to fit our dataset and hardware. The results can be
therefore easily comparedwith the previousworks. The reported results use the
following settings: (batch size=128, peak learning rate=1e-5, warmup steps=1/3 no.
total steps w. linear decay). We trained for 20 epochs; however, with early stopping,
which showed the ideal number of epochs be between 7-10, which confirms the
10 epoch setting used by [14].

For the Fasttext model, we used it’s automatic hyperparameter optimization
feature that resulted in (dim=300, epoch=36, lr=0.05, lrUpdateRate=100, maxn=5,
minn=2) with other parameters left on default. Experiments with pretrained
Fastext embeddings did not result in improvement.
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Table 3: Results of binary classification. We report the cross-validated F1 score.

Category Czert-B FERNET-C5 Fasttext
RobeCzech Small-E-Czech

Supportive Interactions
Information Support 71.95 75.44 74.91 73.73 70.89
Emotional Support 74.63 76.67 78.2 72.94 74.05
Social Companionship 79.58 83.99 84.74 81.73 79.85
Appraisal 81.23 81.49 85.87 70.14 82.07
Instrumental Support 76.63 82.12 79.6 78.35 75.67

Online Risks
Aggression, Harassment, Hate 84.41 88.23 88.23 83.24 83.24
Mental Health Problems 72.49 82.82 85.11 77.05 64.39
Alcohol, Drugs 87.17 89.66 87.6 81.40 63.22
Weight Loss, Diets - - - - -
Sexual Content 70.62 74.33 81.94 67.72 63.16

4.2 Error Analysis

Many misclassified samples point to the obvious lack of context for each
example. This causes the model to miss many finer points of the annotation
manual, such as the instruction to assign a negative label to samples with
a sarcastic connotation (sometimes expressed with an emoticon). However,
including context would require a modification of the compared models, which
is not among the goals of this article.

The analysis of high-certainty but misclassified predictions revealed that
many samples rely on only one or two keywords, as shown in the model-view
diagram of the bertviz tool [28] in Figure 1. If such keywords form a majority on
one side of the binary classifier, it tends to classify all such samples into one class,
some of them wrongly. Another reason for this class of error that we confirmed
is that some of the misclassified samples are actually classified correctly, but the
annotators disagreed on the label.

The analysis of low-certainty samples shows that these are, on average,
considerably shorter than the high-certainty ones. They contain a number of
one-word and text fragment samples which, in combination with the lack of
context, does not provide the classifier enough input to perform well.

4.3 Discussion and Further Work

Our investigation yielded some interesting findings, such as the fact that the
Fasttext model can rival the much larger transformers even without pretraining.
While being a simpler model, the original implementation of the model is very
efficient. That enables the search for hyperparameters to be several orders of
magnitude faster than for the transformers models in the HuggingFace [29]
library, which we used.
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Fig. 1: Model-view of the last three layers of Czert for the high-certainty misclassified
sequence, for the sub-category Information Support: ’oni tu mají napsane velke karlovice’.
The tokens on the left side of the bipartite graph provide attention to the right-side ones.
We can see the repeating pattern on both the detail of the last layer’s last head and the
miniatures of other heads. The classifier is heavily biased towards the token ’naps’, a part
of the verb ’written’, an expected keyword of this category.

Overall, we consider the results of this work to set solid baselines, to which
new results can be compared. For further work, we suggest improving the regu-
larization of the dataset by dropout or data augmentation, which could improve
performance on the high-certainty misclassified samples by addressing the key-
word issue. Additionally, further cleaning of the low-certainty samples could
improve classification on this class of error. Furthermore, a more sophisticated
hyperparameter search could improve the performance of the transformer mod-
els.

However, the obvious next step should bemodeling the impact of the context
of the messages. For example, [30] has shown that as far back as two months of
previous dialogue can help improve the classification of new messages.

5 Conclusions

We have compared four new Czech transformer models on the task of text
classification. We have shown that they provide a consistent improvement over
the baseline Fasttext model and partially confirm the results from previous
works, showing that the FERNET and RobeCzech models perform better than
the Czert or Small-E-Czech models. In doing so, we prove that in the language
domain of our dataset, i.e., short IMmessages held inCzech, classification can be
successfully performed even without the messages’ context. We have built new
annotated corpora for each of the sub-categories of Supportive Interactions and
Online Risks categories, created datasets of them, and trained text classification
models that have achieved 75.44 - 89.66 F1 score.
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