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Abstract. Optical character recognition (ocr) of scanned images is used
in multiple applications in numerous domains and several frameworks
and ocr algorithms are publicly available. However, some domains such
as medieval texts suffer from low accuracy, mainly due to low resources
and poor quality data. For such domains, preprocessing techniques help
to increase the accuracy of ocr algorithms.

In this paper, we experiment with two super-resolution models: Waifu2x
and srcaN. We use the models to reduce noise and increase the image
resolution of scanned medieval texts. We evaluate the models on the
aHIsTO project dataset and compare them against several baselines. We
show that our models produce improvements in ocr accuracy.

Keywords: Super-resolution - Optical character recognition - Medieval
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1 Introduction

The aim of the anisTO project is to make documents from the Hussite era (1419-
1436) available to the general public through a web-hosted searchable database.
Although scanned images of letterpress reprints from the 19th and 20th cen-
tury are available, accurate optical character recognition (ocr) algorithms are re-
quired to extract searchable text from the scanned images. However, the scanned
images are noisy and low-resolution, which decreases ocr accuracy.

In our work, we develop image super-resolution models and data augmen-
tation techniques for training these models. We use our image super-resolution
models to increase the resolution of scanned pages and we evaluate the impact
on the ocr accuracy on medieval texts.

In Section 2, we describe the related work in image super-resolution and the
ocr of medieval texts. In Section 3, we describe our training and test datasets,
data augmentation techniques, image super-resolution models, and baselines.
In Section 4, we discuss the results of our evaluation. We conclude in Section 5
and offer directions for future work.
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2 Related Work

Traditionally, the image processing techniques that improve the accuracy for ocr
of medieval texts documents were primarily rule-based [3]. However, there has
been a growing interest in using deep learning methods for ocr preprocessing.

In this section, we will present the recent work in deep learning methods for
ocR preprocessing and in the ocr of medieval texts.

2.1 Super-Resolution Models

Walha et al. (2012) [17] showed that image super-resolution models based
on learned dictionaries between low-resolution and high-resolution sparsely
encoded patches improved performance on image upscaling. However, the
computation demands for this algorithm were high. Nayef et al. (2014) [8]
proposed selective patch processing, performing costly operations only on high
variance patches and using bicubic interpolation otherwise.

As in many other domains, deep learning models that used convolution neu-
ral networks (cNNs) surpassed previous techniques for image super-resolution.
These models included srenn [1] and more complex generative adversarial net-
works (Gans) such as srGan [6]. Nakao et al. (2019) [7] adapted the srenn loss
function for text by maintaing sharp boundaries between letters.

Lat and Jawahar (2018) [5] used srGaN to improve ocr accuracy. Su et al.
(2019) [15] showed that adding €; loss to the srcan model helps maintain
detail in letterforms. Nguyen et al. (2019) [9] translated poorly visible letters
to binarised letters using a variation of srcan and a weakly coupled dataset.

Fu et al. (2019) [2] suggested using cascaded networks consisting of cNN,
improving ocr accuracy over both sreNN and srGan. Ray et al. (2019) [12] and
Randika etal. (2021) [11] added the gradient loss of the ocr algorithm to the im-
age super-resolution model, creating an end-to-end deep learning framework.

2.2 Optical Character Recognition Engines

In 2020, the second author [10] showed that Tesseract 4 [4] gave the best trade-
off between speed and ocr accuracy for medieval texts. Therefore, we only
experiment with Tesseract 4 in our work.

3 Methods

In this section, we discuss our training and test datasets, the data augmentations
we used, and our super-resolution models and baselines.
3.1 Datasets

As our training dataset for the image super-resolution models, we used a born-
digital ppF version of the sixth tome of the book Codex Diplomaticus et Epistolaris
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Regni Bohemiae [16], which contains a collection of medieval texts (1278-1283)
from the Kingdom of Bohemia.

As our test dataset for the ocr accuracy, we used the anisto dataset. The
dataset contains 65,348 pairs of low-resolution and high-resolution scanned im-
ages [10, Section 3.1], see Figure 1. For 120 scanned images, the dataset contains
human annotations with correct ocr texts. We used the human annotations with
the word error rate (wer) measure [14] to evaluate the ocr accuracy. See an-
other article from these proceedings on page 29 for more information about the
human annotations and the wer evaluation measure.

Tzschaslaw " Tzschaslaw -

(a) Low resolution image patch (b) High resolution image patch

Fig. 1: Low-resolution and high-resolution image patches from our test dataset

3.2 Data Augmentations

We augmented images as shown in Figure 2 with the following methods:

— Rotate rotates by an angle, blank spaces are filled using bicubic interpolation.
— JPEG noise recompresses image to JPEG quality.
— Salt and pepper adds random black and white pixels to the image.

REGNI REGNI

(a) Original image b) Image augmented W1th JPEG noise
(c) Rotated image (d) Salted and peppered image

Fig. 2: Data augmentations of low-resolution images
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3.3 Super-Resolution Models

For image super-resolution, we use the srcan and srcnn models.

SRGAN has multiple hyperparameters to optimise: the number of epochs, the
learning rate, and the size of the image patches. We augment srcan to work
with greyscale weights, reducing the number of parameters approximately by
a factor of 3. We also experiment with removing the discriminator part of an
sRGAN network (further known as srresNET) [6]. Our code is available online.!

Due to time constraints, we do not train our own sreNN model. Instead, we
use public models? (Waifu2x) pre-trained on drawn images,” see Figure 3.

e o

(a) Low resolution image (b) High resolution image

Fig. 3: Low-resolution and high-resolution images from the training dataset of
pre-trained Waifu2x models. The image is licensed under cc By-Nc by piapro.

3.4 Baselines

As our baselines, we used the original low-resolution and high-resolution image
pairs. Additionally, we also used the bilinear interpolation and the Potrace [13]
rule-based image vectorizer to upscale the low-resolution images.

4 Results

Table 1 shows that high-resolution images have better performance than low-
resolution images. Specific settings performed even better than original high-
resolution images, which is unexpected in the case of bilinear interpolation
baseline. Waifu2x with added jpeG noise achieved the best performance.

1 https://github.com/xbankov/Fast-SRGAN
2 https://github.com/nagadomi/waifu2x/tree/master/models/cunet/art
3 https://github.com/nagadomi/waifu2x/issues/263
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Eﬂhfﬂéﬁ ZoldnéFi

) Low-resolution i 1 image vs. high-resolution image

Zolduéf't Zoldnéh

(b) Bilinear mterpolatlon image vs. high-resolution image

Zoldné¥i foldnéfi

(c) Waifu2x image vs. high-resolution image

Zoldné¥i ZvoZdnér;‘i

(d) srresNET without any modifications vs. high-resolution image

Zoldné¥i Zoldné¥i

(e) sRRESNET image rotated by angle 2° vs. high-resolution image

Fig. 4: The low resolution image in Fig. 4a is an input to other methods. In each
figure in the left is tested example and on the right of each figure is the same
original high resolution scan.



16 M. Bankovic et al.

Table 1: Impact of super-resolution on ocr accuracy. Best results are bold.

Architecture Modification Epochs WER (%)
Low-resolution 14.75
Bilinear 7.77
Potrace 9.29
High-resolution 8.74
SRGAN 20+ 1 9.63
SRRESNET 20 8.95
SRRESNET binarize 20 9.72
SRRESNET grayscale 20 8.79
SRRESNET rotate 2° 20 8.19
SRRESNET rotate 2° 4 greyscale 20 8.32
Waifu2x 7.46
Waifu2x JPEG Nnoise 7.45

We observed that srRresNET bested srRGaN in every setting. Therefore, we only
list a single result for srgan in Table 1 for comparison. The grayscale variant
performs comparably with rRGs. Most of the augmentations did not perform well,
either due to wrong parameters or inappropriate design.

sRRESNET in Figure 4d looks intuitively better than bilinear interpolation
in Fig. 4b. It is unclear why bilinear performs better within the Tesseract
framework. In Figure 4c created by Waifu2x, the letters are separated and
smoothed. Therefore the best result in ocr performance is justified. In contrast,
in 4d, the letters # and i are connected and can mislead the ocr engine.

5 Conclusion and Future Work

In our work, we have experimented with data augmentation methods for srcan.
We tested the impact of super-resolution models on the ocr of medieval texts.
We concluded that the resolution of the image matters for the Tesseract ocr
engine. Even bilinear interpolated images work significantly better than original
low-resolution images.

We also showed that the grayscaling of weights can be used to decrease the
size and training time of image super-resolution models without any adverse
effect on ocr accuracy.

The victory of the Waifu2x models, which were pre-trained on data from
different domain, shows that the size of our training dataset was insufficient for
training larger models such as srcan and srresNET. Future work should collect
more training data, for example by typesetting the ocr texts produced from
scanned document pages.

We realised that our salt and pepper augmentation did not reflect real scan
damage. Future work should focus at more realistic damaged scan augmentations,
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such as modified salt and pepper resembling ink droplets and blank spots after
ink has peeled off the paper and flaked away.

Future work should also experiment with modified loss functions that

improve the performance of image super-resolution techniques with text.
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