
Data Mining from Free-Text Health Records: State of
the Art, New Polish Corpus

Krištof Anetta1,2

1 Natural Language Processing Centre, Faculty of Informatics, Masaryk University
Botanická 68a, Brno, Czech Republic

xanetta@fi.muni.cz
2 Faculty of Arts, University of Ss. Cyril and Methodius

Nám. J. Herdu 2, Trnava, Slovakia
kristof.anetta@ucm.sk

Abstract. This paper deals with data mining from free-form text elec-
tronic health records both from global perspective and with specific ap-
plication to Slavic languages. It introduces the reader to the promises and
challenges of this enterprise and provides a short overview of the global
state of the art and of the general absence of this kind of research in Cen-
tral European Slavic languages. It describes pl_ehr_cardio, a new corpus
of Polish health records with 18 years’ worth of medical text. This paper
marks the beginning of a pioneering research project in medical text data
mining in Central European Slavic languages.
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1 Introduction

In recent years, as the performance of deep learning NLP approaches skyrock-
eted, a distinct niche of research has been gaining momentum: data mining
from free-form text health records. In its short lifespan, it has already generated
promising results when applied to English. This research extends the reach of
this niche into Central European Slavic languages, where it has been largely ab-
sent. A large dataset of Polish health records spanning 18 years of data has been
acquired and processed, forming the pl_ehr_cardio corpus. Apart from reviewing
the general promises of data mining from health records and the global state of
the art, this text also serves as an introduction to this cornerstone Polish corpus.

2 The Transformative Potential of Text-Mining Health
Records

“A wealth of clinical histories remains locked behind clinical narratives in free-
form text” [1] – this succinct sentence shows the key motivation behind text-
mining health records. All over the world, there exist billions over billions of
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free-form text records of patient visits, hospitalizations, and other doctor-patient
encounters, but most of this data is unstructured and allows very limited search-
ing and processing (one estimate claims that 85 percent of actionable health in-
formation is stored in an unstructured way [2]) – all the valuable insights that
big-data approaches can yield are inaccessible by default. When you consider
the vastness of this database of human health right at our fingertips, the impulse
to mine and structure the data is only natural (researchers have been urging de-
velopment and collaboration in this niche [3]) – and with the rapid improvement
of natural language processing using deep learning in the past years, mankind
might finally possess the tools to do it. Civilization has always advanced on the
shoulders of accumulated structured knowledge, and in the same vein, getting
a grip on the world’s health by leveraging decades of data with billions of cases
might effect profound changes in medical science and global medical practice.

2.1 Statistics and Correlation

If properly processed into structured knowledge, databases of patient records
would reveal crucial statistical information on diseases, including their early
signs and effects of medicines, but also on various lifestyle-health correlations.
Sample sizes, even as subsets after filtering for specific characteristics, would be
orders of magnitude greater than in many contemporary clinical studies, and
the researchers would be able to draw a dense network of interrelations between
patient variables, symptoms, medications, and diagnoses. From the perspective
of global health, standardized structured knowledge about various populations
would make it easier for researchers to compare health and medical practice
across the globe.

2.2 Evaluation and Prediction

An expert system leveraging health record databases as structured knowledge
could also run calculations over the data and come up with entirely new
judgments and estimations. It could:

– identify outliers and inconsistencies, which could discover either human er-
ror in diagnosis and prescription, or notable cases worthy of closer exami-
nation

– use deep learning to find patterns capable of predicting future outcomes of
individual cases, which would open up avenues for risk group selection and
better, more cost-efficient aiming of specific preventive measures.

3 Challenges

Free-form text health records exhibit several characteristics that make them
more difficult to process than usual speech and writing. This is due to the hybrid
nature of the text – it mixes codes and does not aspire to grammatical correct-
ness or ease of comprehension, instead, efficiency is key and the requirement
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Fig. 1. Health records count distribution (pl_ehr_cardio)

for transparency is satisfied by being decipherable for a small group of medical
experts in the respective language. The challenges involved in extracting struc-
tured data from health records include:

– Incompleteness: sentences in medical records may not correspond to stan-
dard sentence structure, missing essential syntactic elements or simply sep-
arating bits of information in a telegraphic fashion.

– Abbreviations: due to typing efficiency, abbreviating is very common, with
many cases in which multiple abbreviated versions correspond to the same
word.

– Bilingual text including Latin: since the meaning of medical text relies
heavily on Latin words, the lexicon of the base language used for analysis
needs to be extended with medical Latin. This issue has been described
in [4].

– Numbers and codes: crucial information is encoded in measurements and
symbolic representations, and a knowledge extraction system must be able
to either determine their meaning based on form, unit or surrounding
characters (such as ”=” linking it to a variable), or at least recognize to which
parts of surrounding language they are connected.

– Shifted or altered word meaning because of medical context: many words
from natural language change their meaning in medical text or represent
categorical variables, both nominal and ordinal.

– Typing errors: since electronic health records are often produced fast and
interactively, many tokens are deteriorated, and the challenge in cases such
as mistyped abbreviations is often too difficult even for human readers,
requiring well-trained context-based solutions.

The above clearly demonstrates that for reliable and meaningful data extraction,
existing NLP tools have to be heavily customized and very specifically trained.
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Fig. 2. Most common ICD-10 discharge codes (pl_ehr_cardio)

4 State of the Art, Prevailing Technology

4.1 Available Standard Frameworks

For English, several tools have been developed that directly or indirectly aid data
extraction from free-form text health records:

– Apache cTAKES [5,6] is an open-source NLP system designed for extracting
clinical information from the unstructured text of electronic health records.
It is built using the UIMA (Unstructured Information Management Archi-
tecture) framework and Apache OpenNLP toolkit. Version 4.0 of this sys-
tem was released in 2017. There have been attempts to adapt cTAKES for
languages other than English [4], specifically Spanish [7] and German [8].

– MetaMap [6,9,10] is a program that maps biomedical text to the UMLS
(Unified Medical Language System) Metathesaurus.

Standardized medical ontologies and term databases are an essential step to-
wards comparability of results and interoperability – notable examples include:

– SNOMED CT [11,12] – multilingual clinical healthcare terminology contain-
ing codes, terms, synonyms, and definitions, considered to be the most com-
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prehensive in the world. It has been employed in data extraction from health
records [13].

4.2 Current Methods

Recent studies employing deep learning approaches have demonstrated that un-
structured clinical notes improve prediction when added to structured data [14],
similarly, the Deep Patient project has successfully included unstructured notes
in its analyses [15]. Free-form text notes have proved especially useful for patient
phenotyping [16]. Deep learning methods were also utilized in health record
text mining for specific groups, such as those at risk of youth depression [17],
prostate cancer [18], and the group of smokers [19], and also for adverse drug
event detection [20,21,22].

Apart from various custom applications, convolutional neural networks [18,19],
recurrent neural networks [20,22] and both uni- and bidirectional Long short-
term memory (LSTM) [19,20,21,22] are notable candidates for the most widely
used techniques. Some researchers also adapted BERT for clinical notes [23].
These deep learning architectures are frequently supplemented by the usage
of conditional random fields (CRF) [21,22].

Overall, the tasks attempted with the above center around named entity
recognition (NER) and relation extraction.

4.3 In Slavic Languages

Due to the relatively smaller size of Slavic languages, research related to them
has been lagging global progress considerably, but there were notable attempts
in Russian [24], Bulgarian [25], and Polish – since Polish is the subject of this
research, it is worth noting the continuous efforts of a particular team [26,27,28],
the most recent findings demonstrated on a corpus of more than 100,000 patient
visits.

Table 1. Corpus statistics (pl_ehr_cardio)

Tokens 34,315,153
Words 23,831,785

Sentences 2,583,087
Average sentence length 9.226

Unique word forms 160,042
Unique word forms (lowercase) 141,685

Unique lemmas 124,727
Unique lemmas (lowercase) 114,556
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Fig. 3. Distribution of 5 most common discharge codes between 2003 and 2019
(pl_ehr_cardio)

5 New Corpus of Polish Health Records

The newly acquired dataset of Polish health records that forms the pl_ehr_cardio
corpus consists of 50,465 recorded hospitalizations of cardiology patients,
evenly distributed across the 17-year period between 2003 and 2019, also in-
cluding partial data from 2020. Figure 1 demonstrates that years 2003 to 2019
are easily comparable in that no single year is overrepresented. After tagging
these cardiology health records using the corpus management software tool
SketchEngine [29]3, basic statistics were documented (Table 1)

Each record contains an ICD-10 discharge diagnosis code, which is a useful
starting characteristic of the data. Figure 2 shows the most common discharge
codes. Although the total number of records is quite evenly distributed over
individual years, there is considerable variation in the proportions between dis-
charge codes (Figure 3) – presumably in large part due to changes in diagnosing
practice (e.g. preferred degree of specificity), although a more sensitive analysis

3 http://www.sketchengine.eu
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Fig. 4. Average word count of health record parts (pl_ehr_cardio)

might discover actual shifts in the occurrence of cardiological issues caused by
shifting demographics and lifestyles.

Each record consists of 4 parts:

– Arrival: reasons, medical history (Wywiad – Początek choroby)
– Arrival: physical examination (Wywiad – Badanie przedmiotowe)
– Discharge: summary of hospitalization, results (Epikryza – Badanie fizykalne)
– Discharge: recommendations, medication (Epikryza – Zalecenia lekarskie)

Every part is written in a different style and concentrating on different concepts,
and will require custom-tailored attention. Figure 4 shows that roughly half
of the available text is concentrated in part 2, which is concerned with the
physical examination after the patient’s arrival. Word count may not exactly
correspond to the amount of information present, but it gives a rough indication
of the profile of the data, among others that there is ample information about
symptoms and physical examination findings, which is especially valuable
when correlated with diagnoses. Also, part 4 containing recommendations and
medication prescriptions is usually written in a much more condensed fashion,
which means that its relatively lower average word count still provides generous
amounts of data on medication.

From the various challenges mentioned in the first sections, this Polish
corpus does not suffer from too much Latin usage or abbreviation, but the syntax
of its sentences very often leaves out elements (notably verbs) and punctuation,
which complicates dependency parsing. After preliminary processing using
the spaCy [30] library with pl_core_news_lg model (500,000 unique vectors), it
has become obvious that named entity recognition trained on regular Polish
corpora yields no useful results and it will require specific training. On the
other hand, spaCy’s dependency parsing correctly identified a large portion of
dependencies such as nominal subject, nominal modifier, or adjectival modifier,
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Fig. 5. Example sentence with dependencies shown in spaCy’s displaCy visualizer

which will be crucial in extracting information about physical examination
findings.

6 Conclusion

This paper’s purpose has been twofold. First, it aimed to briefly introduce the
growing niche of data mining from the unstructured text of health records
including the promises, challenges, and current state of the art in this area.
Arguably, this niche’s growth is still in the beginnings, given the magnitude
of existing data and the centrality of big data approaches to a case study-based
science like medicine. For decades, this enterprise has been viewed as a major
opportunity for the expansion of medical knowledge and practice, but only the
advent of highly effective deep learning NLP methods did bring sufficient power
to fully leverage the heaps of unstructured content.

Second, this paper used the opportunity to describe a newly formed corpus
of Polish health records and thereby demonstrate some of the ideas and consider-
ations in beginning such research on a concrete example. This dataset detailing
more than 50,000 cardiology hospitalizations over 18 years will be the subject
of subsequent studies, in which it will both pioneer a topic rarely broached in
Slavic languages and contribute valuable descriptive and correlational informa-
tion about cardiology patients, their symptoms, procedures, medication, and
diagnoses to the medical community.
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