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Motivation

word sketch and thesaurus in Sketch Engine
word sketch: both single words and multi-words
thesaurus: only single words so far ⇒ extension to
multi-words coming
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Dist(w1, w2) =

∑
(r,c)∈ctx(w1)∩ctx(w2) AS(w1,r,c) + AS(w2,r,c) − (AS(w1,r,c) − AS(w2,r,c))2/50∑

i∈ws1
ASi +

∑
i∈ws2

ASi

The term (ASi − ASj )2/50 is subtracted in order to give less weight to shared triples,
where the triple is far more salient with w1 than w2 or vice versa. We find that this
contributes to more readily interpretable results, where words of similar frequency are
more often identified as near neighbours of each other.
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Extensions to multi-words

The most difficult thing is to say what a multi-word is.
The rest is basically straighforward.

Miloš Jakubíček, Pavel Rychlý Lexical Computing & Masaryk University
A Distributional Multi-word Thesaurusin Sketch Engine



Multi-word sketches



Multi-word sketches



Multi-word sketches



Outline Introduction Conclusions

Multi-word thesaurus

salient multi-word sketches == multi-words
same scoring
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Table: Thesaurus items for the phrase “kohl helmut chancellor” on the
BNC.

score frequency item
1.00 755 kohl chancellor helmut
0.88 1790 kohl helmut
0.75 7307 kohl chancellor
0.34 606 kohl
0.20 140 mitterrand president
0.18 536 chancellor kohl
0.17 340 bush president us
0.17 153 bush us president
0.17 20 re-unification
0.17 116 bush us
0.16 370 bush george president
0.16 283 bush president george
0.16 116 clinton president
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Conclusions

initial approach complete, to be implemented within Sketch
Engine
need to disregard ordering of multi-word items
evaluation and comparison (as in preceding talk)
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