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Abstract. Unlimited, or open domain, question answering system AQA
is being developed and tested with the Simple Question Answering Data-
base (SQAD) for the Czech language. AQA is optimized for work with
morphologically rich languages and makes use of syntactic cues provided
by the morphosyntactic analysis.

In this paper, we introduce a new answer selection module being
developed for the AQA system. The module is based on recurrent neural
networks processing the question and answer sentences to derive the most
probable answer sentence.

We present the details of the module architecture and offer a detailed
evaluation of various hyperparameter setups. The module is trained and
tested with 8,500 question-answer pairs using the SQAD v2.1 benchmark
dataset.
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AQA

1 Introduction

Open-domain question answering techniques that look for the answer in
unstructured textual data often start with identifying the most relevant parts
of text, i.e. they select the relevant documents and/or relevant sentences. A
success in this answer (sentence) selection procedure is a key predeterminer of
the overall accuracy of the technique.

Specifically, given a question and a (large) set of candidate answer sentences
(the unstructured textual knowledge base), the task lies in ordering the sentences
by a score which reflects the probability of that the correct answer can be
extracted from this particular sentence.

The early approaches to answer selection were based on direct exploitation
of either syntactic features of the texts [I]] or by identifying discourse entities
and semantic relations to support the sentence selection process [2]. The recent
results are mostly based on machine learning approaches. Starting with the
bag-of-words models based on the Textual Entailment problem [3]] up to the
current state-of-the-art deep neural networks methods [4)5].

In the following text, a new answer selection module of the open domain
question answering system AQA [6)5] is presented. Section 2| briefly recaps the
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structure of the AQA system. In the next section, the architecture of the new
answer selection module exploiting the recurrent neural network approach is
detailed with a thorough evaluation in Section [4}

2 The Automatic Question Answering Tool

The Automatic Question Answering tool (AQA [6)5]) represents an open-domain
QA system which concentrates on inflected languages that are guided by rich
morphological and syntactic systems. AQA takes as a particular example the
Czech language.

The AQA system architecture follows a pipeline model which consists of
four main parts:

— question processor module
— document selection module
— answer selection module

— answer extraction module

After the input question is asked by a user, the AQA system preprocesses the
question and extracts several pieces of information: the question type, the
possible answer type, base forms of all words in the question, all phrases
contained in the question, and the word tree distances. All these information are
used in the following processing levels.

According to the extracted information, the next level selects the most
probable document from the AQA textual knowledge base that should contain
the answer to the input question. This extraction is based on TF-IDF scoring.

In the next step, the answer selection module goes through each sentence in
the selected document and evaluates their similarity score with respect to the
input question. This score is computed from multiple similarity features that are
implemented in the system such as the tree distance, entity match, or phrase
similarity based on word embeddings.
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Fig. 1: AQA system work-flow visualization
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The last module of answer extraction takes the most probable answer
sentence and finds the shortest answer as a sub-phrase of the sentence and
provides it as the final answer to the user.

The schema of the AQA system is presented in Figure

The new module introduced in this paper will be employed in the answer
selection level as a one of the features that create the scores of candidate
sentences.

3 The Answer Selection Architecture

In this section, the architecture of the new answer selection module is detailed.
The current implementation is based on the recurrent neural networks (RNN)
approach. The general schema takes inspiration from [8], where the authors have
introduced a general network schema which jointly learns a similarity measure
of two parallel inputs. The schema can be applied to different neural network
types, in [8] the convolutional neural networks (CNNs) and recurrent neural
networks (RNNs) are evaluated.

The specific RNN architecture of the new answer selection module is
presented in Figure [2| Given the question g and pool of candidate answers
A, the goal of this network is to rank each input pair with a similarity score
sg(g,a),Va € A, where the pair with highest ranking is the most probable to be
the correct answer.

As an input, the neural network model receives two sequences of word
embedding vectors representing the words of the question g = (41, ...,41),qi €
RE and the words of the candidate answer a = (ay, ..., ay), aj € RE with E being
the word embedding dimension. In the first step, the word embedding vectors
are independently passed through a bidirectional Gated Recurrent Unit (Bi-GRU)
layer consisting of one forward and one backward oriented layer. The Bi-GRU
layer creates new hidden representations Q € RF*F and A € RF*M (where
H is the hidden output dimension of the Bi-GRU layer), adding contextual
information about each token into the new matrix.

The hidden representations of the question and the candidate answer are
then combined in the matrix G € RE*M computed as follows:

G = tanh(QT- W - A) )

The central matrix W € R"*H contains learnable weights connecting all
elements of the Q and A matrices. The resulting matrix G thus contains soft
alignment scores between each token of the question and the answer Bi-GRU
outputs. As a projection of this combined information back to the original
question and the original candidate answer, the column-wise and row-wise
max-pooling followed by the softmax non-linearity is applied to G to obtain
attention vectors g, € R and g, € RM. The content of g, can be interpreted as
an importance score for each word in g4 with regard to the candidate answer a
and vice versa for g,.
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QUESTION ANSWER

Kolik karata méa cisté zlato? Ryzost gistého zlata definujeme jako 24 kt.

Bi-GRU layer
— Q= W= A=
(Matrix of learnable parameters)
<L
G = tanh(Q"WA) _
- -
= I i row-wise mp, ="
mp, @ max-pooling @ [> max-pooling ? -
g, = softmax (mp,_) g, = softmax (mp,]"
7rq=Q‘_gq= =ra=]4_ga
cos(rq, r,)

s4(q,a%) = TOS(rq, r,)

Loss = max(0, m - s,(q, a*) + s,(q, a))

Fig.2: The RNN architecture of the new answer selection module.

The final representations used for the similarity score computation, r; € RH
and r, € RY are derived as matrix product of the Bi-GRU hidden outputs Q and
A with the corresponding attention vectors. The vectors r; and 7, thus contain
the results of the hidden word representations of the question and the candidate
answer weighted by the attentive scores of their mutual relationship:

2 @

ta=A-g
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Fig.3: The SQAD v2.1 file organization and statistics.

The final score of the input pair (g,4) is obtained using the cosine similarity
between r; and g,.

4 Evaluation

4.1 The Dataset Characteristics

The new answer selection module has been evaluated with the SQAD v2.1
dataset [7]. SQAD is an open source Czech question answering dataset consisting
of more than 8,500 question-answer pairsﬂ enriched by manually added
metadata such as:

- question/answer type labels
— exact answer (answer extraction)
— answer sentence (answer selection)

The exact answer (or answer extraction) is formed by a sub-phrase of the answer
selection text. The answer selection sentence comes from identified knowledge
base document, but the sentence is too broad to answer the question. Therefore,
the answer extraction process is triggered to find the smallest part that can be
used as the correct answer to the given question. The database consists of 10
categories of question types and 10 categories of answer types. The distribution
matrix of these types is present in Table

To evaluate the module introduced in this paper, the module is trained on a
subset of the SQAD database with taking the question and randomly selected
sentences from the question source document as negative candidate answers
and the answer sentence as the positive candidate answer.

For evaluation purposes the SQAD database has been divided into three
parts: training (50% of the dataset), validation (10% of the dataset), and testing

! See Figure for the schema of the database content and the current statistics of the
SQAD database.
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Table 1: SQAD v2.1 distribution matrix of question and answer types

A type| PER.|DENOT.|ENT.|OTHER |ORG.| DATE|LOC. NUM. |ABB.| YES
Q type /TIME /NO
PERSON|1,016 0 2 0 3 0 2 0 0 0
ENTITY 20 101{1,031 378| 204 1 7 1 2 0
ADJ_P. 7 0 8 216 0 0 0 2 0 0
DT./TM. 0 0 1 2 0| 1,844 0 4 0 0
LOC. 1 0] 14 5 3 0]1,501 0 0 0
NUM. 1 0 0 2 0 0 0 910 0 0
ABBR. 0 1 0 0 0 0 0 0] 80 0
CLAUSE 1 0] 27 205 6 0 1 1 0 0
VERB_P. 2 0 1 0 0 0 0 0 0] 937
OTHER 2 0 1 11 0 0 0 0 0 1

(the remaining 40%). These part are balanced across question/answer type tuples
to achieve correct model training and evaluation.

The input word embedding vectors for the question and the candidate
answers have been pre-computed by fastText [9] which was trained with large
Czech corpus of cleaned web texts (csTenTen17, a corpus of 10 billion words [10]).

4.2 Neural Network Configuration and Training

The Bi-GRU architecture of the new answer selection module was trained and
evaluated with the SQAD v2.1 dataset divided into the three subsets — the
training set, the validation set, and the testing set. The training set with 4271
question-answer pairs is used to learn the weights and the biases of the model.
The validation set of 889 questions provides an unbiased evaluation of the
current model parameters after each training epoch. The testing set of 3406 QA
pairs is used to evaluate the model after the training is complete.

For each learning epoch, the training set data is shuffled in random order.
Each drawn question and the positive answer are randomly supplemented
with 50 negative answers sampled from the same text document in the dataset.
The input question and each candidate answer are converted to a list of 100-
dimensional word2vec embedding vectors. Before each step of the training
process, a specific dropout rate is applied on the network input layer.

The final training objective of the answer selection network is defined as a
hinge loss [11/12]:

Loss = max{0, m —sg(q,a™) +s¢(q,a7)}, (3)
where m is a constant margin (0.2 is used as suggested in [8])), sy is the cosine

similarity as computed by the network with parameters 6, g is the input question
and a™ /a~ are the positive/negative answers.
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Fig.4: GPU core utilization for one hour of training. Maximum number of
working GPU cores is 3584.

The Stochastic Gradient Descent (SGD) with adaptive learning rate is used
as an optimizer. Instead of fixed learning rate, the learning rate A; is updated in
each epoch t as follows [13]:

Ar=— 4

where A is initial learning rate. The Loss is computed for each input of (g,4*)
related to the sampled question, but the network weights are updated only once
using the negative answer with the highest score.

The model is trained on 25 epochs, the input data is loaded using multiple
workers (on CPU), the training process itself exploits an NVIDIA GeForce GTX
1080 Ti GPU. Figure 4] displays the GPU core utilization for 8 epochs that were
executed within 1 hour. The GPU usage noticeably decreases during validation —
the reason behind this is the fact that the backpropagation learning algorithm is
more demanding than the computations when passing through the validation
set. The GPU utilization was 22% on average for training one model, and it raised
to 58% (FigureElb)) when training 2 models at the same time. The running times
for one training epoch were approximately 380 seconds for iterating through
the training set, and 260 seconds for the validation set. Although the validation
set is smaller in size, all possible answers (sentences in the related document)
need to pass through the network for validation, while in the training set only a
random sample of 50 candidate answers are used.

4.3 The Results

In this section, the results of models trained with different hyperparameters are
presented as shown in Table[2] 27 different models were trained, using 3 values
for each of the 3 most influential hyperparameters — the output dimension, the
dropout rate, and the initial learning rate.

The output dimension H is the size of the output from the Bi-GRU layer. Note
that H = 2 - h, where h is the dimension of the hidden vectors of the forward
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Table 2: The results for combinations of hyperparameter values

Output|Dropout|Learning | Training |Validation|Test set

size rate A |set (in %)| set (in %)|(in %)
0.05 71.25 5444 61.77
0.2 0.1 80.05 58.04| 65.85

0.2 85.85 60.29| 68.26
0.05 67.92 51.74| 57.55
240 0.5 0.1 71.01 53.20] 59.95

0.2 77.68 55.23| 63.76
0.05 62.83 49.67| 549
0.7 0.1 47.92 43.31| 4231

0.2 42.85 36.78| 37.17
0.05 73.84 54.22| 61.89
0.2 0.1 80.84 58.38| 65.47

0.2 86.09 61.08| 68.29
0.05 68.15 51.52| 58.49
260 0.5 0.1 69.60 53.99| 58.95

0.2 77.49 55.01] 61.13
0.05 61.77 50.96| 54.9
0.7 0.1 48.74 43.76| 431

0.2 44.36 38.69| 38.63
0.05 74.59 55.46| 6292
0.2 0.1 80.68 58.72| 65.77

0.2 83.25 61.52| 68.13
0.05 68.83 51.29| 58.75
280 0.5 0.1 69.55 54.11] 58.19

0.2 80.37 56.46| 66.18
0.05 63.06 50.61| 54.67
0.7 0.1 48.68 42.74| 4245
0.2 43.93 38.92| 37.93

or backward GRU layers. These vectors are concatenated to form the output
vectors hvhr .y th as the columns of the output matrix Q. The output dimension
of H = 260 has produced the best results, but the other output dimension values
of H = 240 and H = 280 did not substantially degrade the accuracy.

As for the dropout rate, the best results were produced by using the values
of 0.2 and 0.5, while 0.7 has decreased the accuracy considerably.

The initial learning rate affects the accuracy in conjunction with the dropout
rate: for the dropout of 0.2 and 0.5 increasing the initial learning rate improves
the results considerably. On the other hand, the dropout value of 0.7 drops the
accuracy by a huge amount independently on the initial learning rate.

For this experiment, the best combination of hyperparameters has been able
to find the correct answer in 68.29%. For a comparison with the previous answer
selection module, a different data setup was also evaluated. As the previous
module was tested with SQAD v1.0 only, the new module has been here trained
with 5265 question-answer pairs from SQAD v2.1 not present in v1.0 and then
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tested on the same 3301 QA pairs as the previous module. The new module has
reached the accuracy of 66.03%, which is an improvement of 9.53%.

5 Conclusions and Future Work

We have presented the results of an implementation of a new answer selection
module based on the recurrent neural networks approach. The model was
trained and evaluated using the SQAD v2.1 question-answering benchmark
dataset that consists of 8566 question answer pairs with detailed structured
information.

We have provided a thorough evaluation of possible settings of the module
hyperparameters with the best attained accuracy of 68.29% when trained on 50%
of the dataset and evaluated with 40%, i.e. 3406 questions. In comparison with
the previous implementation, the module has reached the accuracy of 66.03%
with the SQAD v1.0 data, achieving an increase of almost 10%.

In the next step, we plan to evaluate the whole AQA pipeline accuracy using
the newly implemented modules for answer selection and question-answer
type detection with the SQAD v2.1 dataset. In an experimental setup, the RNN
module will be also tested with sub-sentence phrases instead of full sentences,
which would also allow to improve the answer extraction process.
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