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Abstract. Recent research on vector representation of words in texts bring
new methods of evaluating distributional thesauri. One of such methods
is the task of analogy queries. We evaluated the Sketch Engine thesaurus
on a subset of analogy queries using several similarity options. We show
that Jaccard similarity is better than the cosine one for bigger corpora, it
even substantially outperforms the word2vec system.
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1 Introduction

A thesaurus contains words grouped together according to similarity of mean-
ing. Like dictionaries, they are hard and expensive to produce. There is a long
history of projects and tools trying to produce a thesaurus automatically from
large text corpora. Such tools produce a list of similar words for each given
word. Similar usually means words occurring in same or similar contexts. That
could include not only synonyms and antonyms (as expected in human-created
thesauri) but also words from the same class (like animals) or hypernyms and
hyponyms. Such data sets (usually called distributional thesauri) are helpful
for humans as another type of dictionary but they also useful in many natural
language processing tasks.

There are many different approaches how to build a thesaurus from a text
corpus with many parameters and options for each method. To compare which
algorithm/settings is better there are methods for evaluating thesauri from the
very beginning of building automatic thesauri in 1965 [1]. Thesaurus evaluation
is discussed in more details in the next section.

The Sketch Engine (SkE) [2] is a corpus management system with several
unique features. One of the most important feature (which also gave the
name to the whole system) is a word sketch. It is a one page overview of
grammatical and collocational behaviour of a given word. It is an extension
of the general collocation concept used in corpus linguistics in that they group
collocations according to particular grammatical relation (e.g. subject, object,
modifier etc.). An example of word sketch for noun queen on British National
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Corpus (BNC) [3] is in Figure 1. Another features of the Sketch Engine is a
thesaurus. It is based on word sketches, similarity of two words is derived
from the intersection of collocations in respective grammatical relations of
both words. An example of the thesaurus result for noun queen on BNC is in
Figure 2. More technical details of the Sketch Engine thesaurus computation
are in Section 3.

Fig. 1: Word Sketch of word queen on British National Corpus.

2 Thesaurus Evaluation

The first methods of evaluating thesaurus quality was based on gold standards
– data prepared by several annotators. They contain a list of word pairs together
with a numeric or quality assignment of their similarity. There are several
problems with such data:

– some gold standards do not distinguish between similarity and relatedness
(money – bank: score 8.5 out of 10 in WordSim353 data set [4])

– some gold standards do not provide any measure of similarity [5]

It is very hard for a human to decide which ordering of similar words is
better. As an illustration, the Table 1 lists most similar words for noun queen
from several sources.
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Fig. 2: Sketch Engine Thesaurus for word queen on British National Corpus.

Table 1: Most similar words for noun queen from different sources
Source Most similar words to queen
serelex[5] king, brooklyn, bowie, prime minister, mary, bronx, rolling stone, elton

john, royal family, princess, monarch, manhattan, prince, harper, head
of state, iron maiden, kiss, paul mccartney, abba, hendrix

Thesaurs.com monarch, ruler, consort, empress, regent, female ruler, female sovereign,
queen consort, queen dowager, queen mother, wife of a king

SkE on BNC king, prince, charles, elizabeth, edward, mary, gentleman, lady, hus-
band, sister, mother, princess, father, wife, brother, henry, daughter,
anne, doctor, james

SkE on enTenTen08 princess, prince, king, emperor, monarch, lord, lady, sister, lover, ruler,
goddess, hero, mistress, warrior, knight, priest, chief, god, maiden,
brother

word2vec on BNC princess, prince, Princess, king, Diana, Queen, duke, palace, Bucking-
ham, duchess, lady-in-waiting, Prince, coronation, empress, Elizabeth,
hrh, Alianor, Edward, King, bride

powerthesaurus.org empress, sovereign, monarch, ruler, czarina, queen consort, king, queen
regnant, princess, rani, queen regent, female ruler, grand duchess, in-
fanta, kumari, maharani, crown princess, kunwari, shahzadi, malikzadi

With recent research on vector representation of words [6] they came new
methods of evaluating such representations. One of such methods is the task
of analogy queries. Each query is in form "a is to a∗ as b is to b∗", where b∗

is hidden and the system mush guess it. There are several types of analogy in
the evaluation data set, we can divide them into two classes: morpho-syntactic
("good is to best as smart is to smarter") and semantic ("Paris is to France as Tokyo
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is to Japan"). Most of such queries are easy to answer by humans and there is
almost 100 % agreement.

Using vector representation of words, a vector of real numbers is assigned
to each word. The analogy query is answered by finding the closest word to the
result of vector a∗ − a + b. The distance of vectors is computed as the cosine
similarity of two vectors:

cos(x, y) =
vx · vy√

vx · vx
√vy · vy

where vx and vy are the respective vectors of words x and y. The analogy query
is answered by:

arg max
b∗∈V

cos(b∗, a∗ − a + b)

3 Sketch Engine Thesaurus

As we mentioned in the first section the Sketch Engine thesaurus is based on
word sketches. It is computed during corpus compilation. For each word, all
words with similarity above a threshold are stored together with the similarity
score. An efficient algorithm is used to compute the whole N × N matrix [7].

The question is whether we can use the vector arithmetics for analogy
queries together with Sketch Engine thesaurus. At first sight we cannot use it
because we have no vectors. But we can derive the vectors from word sketches.
Each collocation in a grammatical relation could be one dimension of the vector.
The association score of the collocation is the value of that dimension in the
vector. But there are two main differences:

– The dimension of word vectors in word2vec system (and also in all others)
is only 100 – 1000, the dimension of vectors from word sketches goes up to
millions.

– Similarity in SkE thesaurus is computed using Jaccard similarity instead of
the cosine one.

Fortunately, vector arithmetic could be interpreted in different way, using
CosAdd [8]:

arg max
b∗∈V

cos(b∗, a∗ − a + b) =

arg max
b∗∈V

(cos(b∗, a∗)− cos(b∗, a) + cos(b∗, b))

It means that we are finding word b∗ that is close to a∗ and b and far from a.
We can also use multiplication instead of addition and use CosMul:

arg max
b∗∈V

cos(b∗, a∗)cos(b∗, b)
cos(b∗, a)

In our experiments we have defined two other methods with the cosine
similarity substituted to the Jaccard one: JacAdd, JacMul.



Evaluation of the Sketch Engine Thesaurus on Analogy Queries 151

4 Evaluation

We made the evaluation on two English corpora: BNC and SkELL. BNC
(around 100 million tokens) is rather small for semantic relations, SkELL [9]
(around 1.5 billion tokens) is large enough. We have selected only one analogy
relation (capital-common-countries) from the analogy data set because many of
the words from other relations have small number of hits in our corpora.

The results are summarised in Table 2. All experiments were evaluated
on 462 analogy queries. The table lists number of successful answers and the
respective percentage (accuracy) for each configuration.

Table 2: Results on capital-common-countries question set
BNC SkELL

count percent count percent
CosAdd 58 12.6 183 39.6
CosMul 99 21.4 203 43.9
JacAdd 32 6.9 319 69.0
JacMul 57 12.3 443 95.9
word2vec 159 34.4 366 79.2

5 Conclusions

The analogy queries is a very good task for evaluating distributional thesauri.
Our results confirm the well-known fact that more texts provides better results.
It seems that the cosine similarity gives better results than the Jaccard similarity
(SkE default) for smaller corpora. For bigger corpora, the Jaccard similarity is
better than the cosine one.

For smaller corpora, word2vec is clearly better option but Sketch Engine
thesaurus substantially outperforms word2vec for bigger corpora.
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