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Abstract. In this paper, I present initial study of new term vector ge-
neration methods. The Random Manhattan Indexing and the Skip-gram
model were introduced as novel techniques of term vector generation
with interesting features. The purpose of this study is to determine
whether the methods are suitable for the Summec: A Summarization En-
gine for Czech. The Summec already use Heuristic, TF-IDF and Latent
Semantic Analysis methods for news article summarization. I test quality
of generated vectors on the Summec’s evaluation set and compare them
with existing summarization methods. The novel summarization meth-
ods perform by 2 % worse than the LSA method. The evaluation set con-
tains 50 newspaper articles, each annotated by 15 persons. The ROUGE
toolkit is used to compare generated summaries with the human refer-
ences. The above-mentioned evaluation set and the Summec demo are
available online at http://nlp.ite.tul.cz/sumarizace.

Keywords: Latent Semantic Analysis, Random Manhattan Indexing,
Skip-gram Model, Vector Space Model, Automatic Summarization

1 Introduction

Two novel methods of term vector generation were introduced in 2014. The
first one is the Skip-gram model (SGM). Tomas Mikolov introduced very
interesting features of the SGM in his paper [1]. This method is able to model
relations between words and use them for further analysis. This model gained
a lot of attention and is frequently tested in many NLP tasks; such as word
clustering [2]. The second method is the Random Manhattan Indexing (RMI).
The RMI takes advantage of random vector generation and this leads to
extremely quick vector generation. The authors presented its ability to detect
similarity of wikipedia pages [3].

I have already tested these methods in task of newspaper articles clus-
tering [4]. Both methods outperformed the Latent Semantic Analysis (LSA).
The LSA is used as basis method of text vectorisation for different NLP tasks;
e.g. text indexing [5] or summarization [6,7]. In this paper, I want to test
performance of the novel methods in task of single-document summarization
and compare them with already implemented methods.
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Linguistic properties of Czech language complicate the use of aforemen-
tioned methods. Czech words have many forms and their analysis requires
lemmatization. The free word order limits language modelling and evaluation
of summarization methods. Use of bi-grams and larger n-grams is question-
able for evaluational by n-gram co-occurrence. Therefore, I use uni-grams to
evaluate implemented methods. The last issues of Czech is rich vocabulary and
there are many words representing the same thing. The vector generation algo-
rithm have to unnecessarily train vectors for semantically similar words. Czech
thesaurus [8] can be used to minimize influence of synonyms. A preprocess-
ing module of the Summec solves this issues for Czech language and provides
limited support for other Slavonic languages.

2 VSM and Summarization

The Vector Space Model is a well mathematically formed construct. The
computation of similarity of the documents is reduced to computation of
distance between their vectors. The distance can be computed by several
metrics. Manhattan metric and cosine similarity are commonly used to compare
vectors in NLP.

The main issue of the use of VSM is generation of vectors. The methods were
tested: Latent Semantic Analysis, Random Manhattan Indexing and Skip-gram
model. The first method is described in paper [9]. The rest will be described
further in this paper.

A news article is composed from sentences and they are describing topics
of the article. There are two possible ideas how to perform summarization in
VSM:

1. Extract sentences of the main topic.
2. Extract the most important sentences of all topics.

The first idea is useful for single-document summarization. A sentence with
the longest vector contains probably the most important terms of the document.
Lets call this sentence the main sentence of the document. Sentence vectors with
similar directions as the main sentence describe the same topic.

For example, Fig. 1 represents a document with 5 sentences and the objective
is to extract the two most important sentences. Sentence s1 is clearly the most
important sentence (the one with the longest vector) and the most similar
sentence to s1 is s2. Hence, this summarization method will extract sentences
s1 and s2.

The second idea is more suitable for multi-document summarization or
large documents with more topics. The method extracts sentences with the
longest and the most distant vectors between each other. The method alternates
sentence vectors after every sentence extraction. This can be done iteratively
and is described as follows:

1. Compute vectors of sentences from their term frequencies



VSM in Summarization 25

dim1

dim2
s1

s2s3

s4s5

Fig. 1. Vector representation of document sentences in two-dimensional space.

2. Sentence with the longest vector is extracted.
3. The term frequency of words of the sentence are set to zero.
4. Repeat steps 1-3 and stop when extract is complete.

If we look at the Fig. 1, this method will extract sentence s1. After vectors
alternation, s5 will be the longest vector. Sentences s1 and s5 will form the
extract.

2.1 The Random Manhattan Indexing

The Random Manhattan Indexing method (RMI) was introduced in [3] and the
main idea came from Random Projection. The LSA reduces dimensions using
low rank approximation of space by Singular Value Decomposition. The main
advantage of the RMI is the skip of SVD computation.

The RMI constructs L1 normed vector spaces with reduced dimensionality.
It replaces the Euclidean metric with the Manhattan metric. The Manhattan
Metric is not sensitive to non-Gaussian noise1 [10]. Hence, the Manhattan
metric yields good results in tasks of text similarity comparison.

The Manhattan metric is described as:

d(a, b) =
N

∑
i=0

|ai − bi| (1)

where a and b are two vectors from a generated VSM and N is the number of
dimensions.

The RMI is a two-step procedure. At first, index vectors are generated for
terms of the text. Index vector t is randomly generated with the following pro-
bability distribution:

ti =





−1
U1

with probability s
2

0 with probability 1 − s
1

U2
with probability s

2

(2)

1 Non-Gaussian noise represents peaks in word frequencies. This phenomenon appears
when a word is frequently repeated.
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where U1 and U2 are two independent uniform random variables in (0,1) and s
determines the sparseness of the index vectors. Value ti represents i’th value of
the index vector.

The sentence vectors are computed as the sum of index vectors. This sum is
described as follows:

sk = ∑
t∈s

tk (3)

The k’th dimension of sentence vector s is computed as the sum of k’th
dimension of every index vector of sentence s.

The problem with OOV words2 is solved very simply; when a vector
for a previously unobserved term is needed, a new vector is generated by
probabilistic distribution (2).

2.2 The Skip-gram Model

The training of this model is very efficient and is based on log-linear neural
network architecture. The training objective of the Skip-Gram Model is to
find the best vector representation of terms in VSM that best predicts the
surrounding words in the document.

Fig. 2. The Skip-gram model architecture.

Formally, the objective is to maximize the average log probability for a given
sequence of terms t1, t2, ...tN

1
N ∑

n∈N
∑

−c≤j≤c,j ̸=0
log(p(tn+j|tn)) (4)

where c is the size of the term context.
Computing log probability is not efficient because the cost of computing

is dependent on the size of the training set. Therefore, the authors of the
model define Negative sampling as objective which replaces the log probability
computation with logistic regression [1].

2 Out-of-Vocabulary words are words not observed in training data.
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The Subsampling of Frequent Words is used to balance the occurrence of
frequent terms (e.g., “být", “a", “i" and “v") with rarer terms that have more of
an informational value. The terms’ probability is computed with the formula

P(ti) = 1 −
√

h
f (ti)

(5)

where f (ti) is the frequency of term ti in the training data and h is the
heuristically chosen threshold. The recommend value is around 10−5.

The equation (3) is used to compute sentence vectors and cosine similar-
ity (6) is used for vector comparison. The main disadvantage is handling of
OOV words. The whole model supplemented by new data has to be recom-
puted to gain vectors for unobserved words. Nevertheless, the SGM produces
very interesting spaces with semantically distributed word vectors as shown
in [1].

d (a, b) =
∑k

i=1 ai × bi

‖a‖ × ‖b‖ (6)

3 Experimental Evaluation

3.1 Data for Evaluation

There were no publicly available reference data for evaluation of Czech auto-
matic summarization. Therefore, I created my own test set. This test set con-
tains 50 newspaper articles gathered from Czech news servers. 15 people were
asked to produce informative extracts of each article. The articles contained
92089 words in total and were selected from columns on local and international
news, economics and culture. The reference extracts contain an average of six
sentences. The evaluation set is available on the Summec web page.

3.2 Tools and Metrics Used

The ROUGE [11] was used for evaluation. This toolkit supports various metrics
of summarization evaluation. I chose ROUGE-1 metric due to free word order
of Czech language. The ROUGE-1 computes co-occurrence of unigrams in the
reference and generated summaries. The results obtained using this metric are
presented in terms of Recall, Precision and F-score:

Precision =
TP

TP + FP
Recall =

TP
TP + FN

F − score =
2RP

R + P
(7)

where TP, FP and FN are explained in Table 1.
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Table 1. The meaning of variables in equation (7) for ROUGE-1.

# unigrams selected by anotators not selected by annotators
selected by the system TP FN
not selected by the system FP TN

3.3 Experimental Setup

All summarization methods use preprocessing module of the Summec. This
module offers sentence separation, words lemmatization, stop list, inverse
document frequency dictionary and synonyms substitution. The separation of
sentences is done using sequence of regular expressions that follows Czech
language grammar. The Morphodita [12] is used to lemmatize the input texts.
The stop list and IDF dictionary are created using 2.2M newspaper articles. The
IDF dictionary contains 491k Czech lemmas. The resulting stop list contains
over 200 Czech terms, including the most frequent Czech words and Czech
prepositions, conjunctions and particles. Synonyms dictionary 7443 different
groups of synonyms with a total of 22856 lemmas.

3.4 Comparison of Summarization Methods

The best performing method of the Summec (TFxIDF) and the LSA method are
compared in 3.4 with novel methods. Both novel methods generated the exactly
same extracts for our evaluation data. Hence, the result are identical.

Table 2. Comparison of ROUGE-1 score of summarization methods.

method Recall [%] Precision [%] F-score [%]
LSA 55.4 55.1 55.2
RMI 50.7 56.7 53.3
SGM 50.7 56.7 53.3
TFxIDF 62.6 53.3 57.3

The novel methods scored by 1.9 % worse than the LSA and by 4 % worse
than the TFxIDF. The result of the RMI methods was anticipated because this
method uses random distribution to generate term vectors. By principle, these
vectors can not semantically represent document sentences in VSM. In contrast,
term vectors generated by the SGM method are represented semantically in
space. Therefore, the same result as the RMI is surprising.
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4 Conslusion

In this paper, I presented comparison of two news article summarization meth-
ods with methods implemented in the Summec. I evaluated their performance
on an evaluation set containing 50 Czech news articles. The LSA-based method
performs by 1.9 % better then the RMI and SGM methods. Nevertheless, the
RMI offers very efficient way how to handle Out-of-Vocabulary words. The
SGM has a feature of semantic representation of term vectors in VSM. I want
to utilize this two methods in our next work. The demo of the Summec and the
evaluation set is available on web page http://nlp.ite.tul.cz/sumarizace
for public use.
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