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Abstract. This paper presents evaluation of different approaches to ex-
tract verb-noun idiomatic expressions in Czech. These approaches are
based on the structure of the idiom and its behavior in language. PMI
and syntactic and lexical fixedness modified using VerbaLex and gener-
ated thesaurus provide useful tool for choosing best idiomatic candidates
for manual annotation and evaluation. Moreover we focused on general
adapting the algorithms for Czech.
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1 Introduction

In any language there are always multi word expressions which are about to
breake the Frege’s Principle of compositionality. Let’s call them idioms. But,
it is not so easy to determine, if the compound word expression breaks this
principle or not.

The need of determining such language segments is obvious: Every time
we deal with machine translation from one language to another, we deal with
this non word-by-word translation. The words of idioms cannot be translated
by this basic approach, we have to mark them and handle separately. Lexisting
lexicons of idiomatic phrases are always old and does not allow to search the
today’s language. Computer processing helps to build this kind of lexicons very
fastly with the minimum amount of time needed by the lexicographers.

There are many approaches, how to define the idiom better, but there will be
always the problem with the decision which is individual for every language
user (or language user group). We based this work on the weakest presumption
of Principle of compositionality and provide the language user more reliable
data sources to determine the border line, therefore any time we speak about
idiom, we just mean idiomatic candidates.

In further chapters we will present the basics of approaches to automatic
idiom search, modified algorithms, the differences to approaches to English and
evaluation of the methods.
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2 Type-based: Verb-noun

In this article we present the approaches to type-based idioms. It defines our
working area as the idiomatic phrases which consist from transitive verb and
noun in accusative case (the transitive verb requires direct subject in accusative
case). We can be sure, there is an object (in accusative case) for all transitive
verbs we will handle.

Let’s define the idiomatic phrase as a tuple < v, n >, where v is a transitive
verb and n is the object.

3 The base: Fixedness

Talking about the Frege’s principle we assume, it could represented by fixed-
ness. The more fixed the phrase is, the more idiomatic behaviour we expect,
so we are convinced that the idiomacity and the language fixedness are related
and correlating.

Fig. 1: Fixedness and idiomacity correlation.

The fixedness is much easier to implement as an algorithm for computer
processing than the Frege’s principle itself. There are multiple metrics available
to show the fixedness of the phrase.

First we build 𝒱 , the set of transitive verbs acquired from VerbaLex. For all
these verb we search the corpus for concordances in the form of < verb, noun >
or < verb, intersegment, noun > with preserving the accusative case restriction.
The intersegment can be adjectives or pronouns.

So we have all the candidates phrases and further algorithms show us the
fixedness of each pair found in corpus.
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We construct distributional thesaurus based on the word sketches for every
noun n, let the set be 𝒯n, and let the f (v, nj) be frequency, where v is the
transitive verb of candidate pair < v, n > and nj is element of 𝒯n. Let f (v, *) =
∑nj∈𝒯n f (v, nj) and f (*, nj) = ∑v∈𝒱n f (v, nj). 𝒩 is set of all nouns found in
corpus and being object of any transitive verb.

One of the metrics we used is PMI, which is defined for all pairs as:

PMI(v, nj) = log
|𝒱 ×𝒩 | f (v, nj)

f (v, *) f (*, nj)

The lexical fixedness is based on PMI and defined as

Fixlex(v, n) =
PMI(v, n)− PMI

s

The PMI is the mean of all PMI(v, nj) and s is the standard deviation. This
approach is motivated by the fact, that idiomatic phrases consist of such a word
collocation which is significantly different from the others. Fazly and Stevenson
define the set 𝒯n not as thesaurus, but as a set of synonyms to the noun n.
We assume, that if the noun from idiom can be replaced by the noun from
thesaurus, the fixedness is lower than by using the set of synonyms.

The last algorithm we present is measuring the syntactic fixedness. Fazly
and Stevenson approach is based on syntactic changes of the phrase: passiva-
tion, pluralisation and type of article, but those features are not feasible for
Czech. Handling the passivation in Czech was not selected because the cor-
pus searching queries were not prepared for this purpose. The free word order
makes this task difficult if one wants to be precise. The type of article is not
significant even, the Czech language do not use it. The pluralisation is the only
one of the syntactic fixedness computation parameters which could be used in
Czech, but according to the fact, that this is the only one, another approach is
presented: To measure the syntactic fixedness we observed the changes in inter-
segment length. Let the fi(v, n) = f (v, n) where i is the length of intersegment.
The syntactic fixedness of the pair as follows:

Fixsyn(v, n) =
max( f0(v, n), f1(v, n), f2(v, n))

∑2
i=0 fi(v, n)

This shows us that the phrase is more fixed (idiomatic) if most of the
occurrences are in just one form. The length of the intersegment is fixed and
language does not allow the flexibility by changing the internal structure of the
idiom.

4 Conclusions

All three approaches produce lot of candidate phrases, but it is much easier for
human evaluation to read the candidate phrases instead of searching the whole
text for the idioms.



96 Jan Bušta

Modifying the algorithms for Czech was beneficial so that we can use it also
for other Slavic languages and generate the candidate dictionary.

The evaluation showed that with comparing to the existing lexicons of
idiomatic phrases, there were the verb-noun pairs on the top which were not in
the lexicon (this has been marked by annotators).

Distinguishing of idiomatic phrases is a complex task and our work shows
that we can easily modify the current approaches and make them better for
other languages.
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informatiky, Masarykova univerzita, Brno, 2009.
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