NATURAL LANGUAGE PROCESSING CENTRE

N FACULTY OF INFORMATICS
MASARYK UNIVERSITY
BRNO

After Half a Century of Slavonic
Natural Language Processing

D. Hlavackova, A. Horak, K. Osolsobé, P. Rychly (Eds.)

Published by Tribun EU
Brno 2009



Proceedings Editors

Dana Hlavackovd, Ale§ Hordk, Pavel Rychly
Faculty of Informatics, Masaryk University, Brno
Department of Information Technologies
Botanickd 68a

CZ-602 00 Brno, Czech Republic

E-mail: {hlavack,hales,pary}@fi.muni.cz

Klara Osolsobé

Faculty of Arts, Masaryk University, Brno
Department of Czech Language

Arna Novéka 1

CZ-602 00 Brno, Czech Republic

E-mail: osolsobe@phil.muni.cz

ISBN 978-80-7399-815-8

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is concerned, specifically
the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting, reproduction on microfilms or in any other
way, and storage in data banks.

(© Masaryk University, Brno, 2009
Printed in Czech Republic


mailto:osolsobe@phil.muni.cz
http://www.muni.cz

Preface

Professor Karel Pala — Septuagenarian

Karel Pala, now celebrating the jubilee of entering his seventies, was born in Zlin on July
15, in the ominous year of 1939, when the world stood on the edge of World War II, the
consequences of which imprinted its form and pressure onto the post-war years of totality,
in which he grew up, was educated, and lived through for more than half of his life.

After having finished secondary school in Hluéin he attended the College of Russian
Language (Vysokd Skola ruského jazyka) in Prague, specialized in Czech/Russian
translation. Under the guidance of professor Petr Sgall, he completed his post-graduate
training in Mathematic Linguistics, Logic, and Informational Science at Charles
University in Prague (1962-64), obtaining the academic degree of candidatus scientiarum
(CSc.) in Czech Language. At the same time, he concentrated on research in the field of
the formal description of Czech syntax and functional sentence perspective. In 1964 Pala
returned to his native Moravia, this time to Brno, where he worked in diverse functions at
the Department of Czech Language at Jan Evangelista Purkyné University (previously and
currently Masaryk University). Together with Jif{ Levy (+1967), a pioneer of translation-
theory, he formed the Group for Exact Methods and Interdisciplinary Studies.

For his political views he was prohibited from teaching regular lessons. Nevertheless,
he tutored seminars in Czech Syntax and yielded optional lessons in Mathematic and
Computational Linguistics, which became the field of his future research and publishing.
He developed (with Pavel Materna and Ales Svoboda) the so-called Three-Part Theory
for the Description of Natural Language, and he critically examined the usage of formal
grammar for the description of Czech language and its analyses, both syntactic and
semantic. Pala also participated in the implementation of the experimental syntactic-
semantic analyzator for Czech (implementation in the LISP programming language).
Since 1988 he has been the leader of a work group developing instruments for the
automatic morphological analysis of Czech language.

Though Pala made little effort to hide his antipathy to the political regime of the time,
he succeeded in traveling abroad for the purpose of study and experience. His refusal,
however, to collaborate with the Communist State Security (StB) as a secret agent at
the School of Slavonic and East European Studies at London University, resulted in his
dismissal from his lectorate at the same institution (1972-1973). He employed his London
experience afterwards in Brno as a lector at the Summer School of Slavonic Studies
(1978-1991), and even more considerably, in his teaching years during the political thaw
of ‘perestrojka’. In those years he managed only once to move beyond the Iron Curtain,
for the Summer School in Computational Linguistics in Pisa, Italy. In 1988, at the close
of the communist era, Pala went to the Hungarian Academy of Sciences in Budapest
for a month sojourn. When in 1989 the Czech borders were re-opened after forty years,
Pala received a three-month invitation to the Institut fiir Slavistik at the University of
Regensburg, Germany.

The Velvet Revolution in the former Czechoslovakia brought a new beginning for
those whose professional carriers has been suspended for decades by the communist
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regime. Pala submitted and defended his habilitation theses on computational linguistics
and automatic processing of natural language and has been awarded the degree of
Associate Professor (Docent) in 1993.

The new era of political normalcy brought many new opportunities for academic
research and pedagogy and Pala was still at his apogee. He then started teaching regular
courses of linguistic methodology and computational linguistics, and with a circle of
colleagues, joined through common interest in the field of automatic processing of the
Czech language, became the founder of the Computational Fund of the Czech Language
(Pocitacovy fond cestiny — PEC), an association for the support and co-ordination of
manifold efforts in natural language processing. The team headed or co-headed by Pala
was successively awarded by several academic grants, and he bore responsibility for a
number of the grant projects. The first of these was entitled Corpus of Czech Written Texts,
the subsequent Czech in the Age of Computers, as well as many others. They were the
fruit of a collaboration of experts from Charles University, Prague, Masaryk University,
and the Institute for Czech Language under the Czech Academy of Sciences.

In 1993-1995, twenty years after his first sojourn, Karel Pala returned to the School
of Slavonic and East European Studies in London. Having returned to Brno, he accepted
Jifi Zlatuska’s invitation to the newly founded Faculty of Informatics at which he has
been working since 1995 at the Department of Informatic Technologies (which he
himself has successfully headed since 1998). Pala and Jif{ Zlatu$ka were acquaintances
from the time of their earlier collaboration on the book Logical Analysis of Natural
Language, published in 1990 with Pavel Materna). In 1997 Pala founded the Laboratory
for Natural Language Processing (Laborator pro zpracovdni pfirozeného jazyka). He
continues to teach the following courses: Introduction to Academic Writing, Introduction
to Computational Linguistics, Introduction to Corpus Linguistics and Lexicography,
Introduction to Machine—Translation and its Theory, Semantics and Communication.
He is also dedicated to teaching post-graduate students and supervises their doctoral
projects with enormous success; twelve of his doctoral students have already obtained
their Ph.D degrees. He continues to publish indefatigably in many respected journals,
the proceedings of international conferences, tirelessly participates in EuroWordNet-2,
Balkanet, and the Language Advisory Centre (Jazykovd poradna), and is also in charge
of the grant project Semantic Analysis of the Natural Language — TIL. He is a member of
the Academic Senate at the Faculty of Informatics and of many professional boards and
scientific councils. He was awarded with an honorary membership in the scientific boards
of the Text, Speech, Dialogue and Global Wordnet conferences, having co-edited both of
their proceedings (2004).

Karel Pala is currently the chair of the Centre for Natural Language Processing at the
Faculty of Informatics at Masaryk University.

Our Festschrift is to pay honours to our beloved university teacher and to one of the
leading experts in the field of natural language processing (NLP), the improvement of
which Pala’s professional life was generously dedicated to.

An usual part of such retrospective occasions as a jubilee are congratulations, grateful
thanks, best wishes, and personal memories — so, what follows is one of my most
endearing memories.
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When I entered Karel Pala’s office at the Faculty of Arts for the first time, my eyes
met, and I took well note of, and not without surprise, a provocative inscription on his
door: Order is for idiots, an intelligent person will cope with confusion.

I'have ruminated its playfully arrogant message quite often. Nowadays, with a distance
of twenty-five years, I have come to find it deeper than it seemed to be to me at that
time. The Latin verb inter-legere (intellegere) is related to the substantive intellectus,
and by virtue of its etymology is also connected with the Czech (as well as English)
expression “intellectual” (person). The verb intellegere, however, originally meant “to
choose between alternatives”, “to discern”, or “to see a distinction”. On this occasion, I
would like to express my sincere thanks to Karel Pala, as my teacher and supervisor, for
the fact that he has never held computers as a means to simplify things, not to say confound
our natural language, quite the contrary, he saw them as a means of discernment and
distinction-making. It is a matter of course that any instrument, computers not excepting,
fulfills its function only when it is used properly and with discretion, by the experienced
hands of one who is fully conscious of his/her purpose, the purpose of a linguist in general,
and of Karel Pala in particular, always having been and being — fo discern.

Kldra Osolsobé

Sedmdesatiny doc. PhDr. Karla Paly, CSc.

Docent PhDr. Karel Pala, CSc., se narodil ve Zlin€ 15. ¢ervna 1939, v roce kdy nase vlast
i cely svét stal na prahu valky, jejiZ disledky pak mély vtisknout raz nasledujicim 1étGm
totality, v nichZ jubilant rostl, studoval a proZil vic neZ polovinu svého Zivota.

Po skonceni gymnazidlnich studii v Hlu¢in€ nastoupil na Vysokou $kolu jazyka
ruského a literatury v Praze se specializaci prekladatelskou (CeStina a rustina). Pod
vedenim profesora Petra Sgalla absolvoval postgradudlni kurs z matematické lingvistiky,
logiky a informatiky na Karlové université (1962-64) a v roce 1973 ziskal titul CSc.
v oboru Cesky _]azyk Jeho Skolitelem na Karlové univerzit€ byl profesor Sgall. Paralelné
byl zaméstnan v Ustavu pro jazyk Sesky CS AV v Praze jako praktikant na studijnim
pobytu a vénoval se vyzkumu v oblasti formalniho popisu ceské syntaxe a funkéni
perspektivy vétné. V roce 1964 se odebral zpét na rodnou Moravu, tentokrat do Brna,
kde pasobil v letech 1964-1995 v riiznych funkcich na Katedfe nyni Ustavu &eského
jazyka Filozofické fakulty tehdejsi Univerzity Jana Evangelisty Purkyné (od roku 1990
Masarykovy).

Ackoliv se pro politické nazory nesmél vénovat pedagogické Cinnosti, vedl seminaie
z Ceské skladby a posléze i vybérové predndsky a semindie z matematické a pocitacové
lingvistiky. K témto disciplindm byla zaméfena jeho badatelskd i publikacni Cinnost.
V ramci tzv. statnich vyzkumnych kold se zabyval spolu s Pavlem Maternou a AleSem
Svobodou vytvorenim trojsloZkové teorie pro popis prirozeného jazyka, dale vyuzitim
formalnich gramatik pro popis CeStiny a vyzkumy v oblasti automatické syntaktické
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a sémantické analyzy CeStiny. Spolupracoval na implementaci experimentalniho syn-
taktického a sémantického analyzatoru pro Cestinu (implementovano v programovacim
jazyce LISP). Od roku 1988 pak vedl tym pracujici na vybudovani néstrojii automatické
morfologické analyzy CeStiny.

PrestoZe pfili$ neskryval své antipatie k stavajicimu rezimu, podafilo se Karlu Palovi
ziskat tolik potiebné odborné zkusenosti i v zahrani¢i. Odmitnuti spolupracovat se statni
bezpecnosti vedlo v roce 1973 k predCasnému ukonceni prace lektora Ceského jazyka
na School of Slavonic and East European Studies na londynské univerzité (1972-1973).
ZkuSenosti z Londyna mohl vyuZit azZ v dobé ,,politického otepleni — perestrojky* jako
vyucujici na Letni §kole slovanskych studii v Brné (1978-1991). Za Zeleznou oponu se
ovSem dostal jiZ jen na mésicni kurs na Letni $kolu pocitacové lingvistiky v italské Pise.
Na sklonku komunismu odjel jesté v roce 1988 na mésicni stdZ na Jazykovédny ustav
Mad’arské Akademie véd do Budapesti. Poté, co se roku 1989 oteviely hranice, nabidl
mu v nasledujicim roce 1990 tiimésicni studijni pobyt Institut fiir Slavistik na Univerzité
v bavorském Rezné.

Se sametovou revoluci nastal obrat v Zivoté mnoha jubilantovych vrstevnikd, pro
které, tak jako pro néj, nonkonformni postoje vici komunistickému rezimu znamenaly
nonkomfortni postaveni v rdmci toho, ¢emu se dnes fikd kariérn{ rdst. Docentskou
habilitaci v oboru Cesky jazyk (se zaméfenim na komputacni lingvistiku a pocitacové
zpracovani pfirozeného jazyka) tudiZ Karel Pala podal a obhdjil aZ na pocétku 90. let na
tehdy jiz opét Masarykové univerzité v Brné€ v roce 1993.

Skutecnost, Ze se Karel Pala, bezprostfedné po prevratu — tehdy na vrcholu Zivota —
v ,,normalnim* a nikoli ,,normalizovaném* svété obCansky angazuje, jej ovSem nikterak
neodvadi od veédecké prace. Po roce 1989 se oteviraji dal$i moZnosti pro badani
i pedagogickou ¢innost. Karel Pala vede kursy zaméfené na lingvistickou metodologii a
pocitacovou lingvistiku. V roce 1992 zaklad4 spolu se skupinou kolegi badateld, které
spojuje zdjem o rozvoj pocitacového zpracovani Cestiny, zdjmové sdruzeni Pocitacovy
fond &estiny (PFC), jeho? cilem je koordinovat tsili a zajist ovat komunikaci a spolupraci
odbornikt, ktefi maji zdjem o pocitatové zpracovani Ceského jazyka. Posléze tyto
snahy nabyly institucionalizované podoby ve formé fady grantovych projekti. (Vibec
prvni grantovy projekt nesl nazev ,,Pocitacovy korpus Ceskych psanych textt‘, dalsi
,.Cestina ve v&ku pocita¢ti”. Spolupracovali na nich odbornici Univerzity Karlovy v Praze,
Masarykovy univerzity v Brn& a Ustavu pro jazyk &esky). Karel Pala stdl na pfednim
misté feSitelskych tymi.

V letech 1993-1995 se Karel Pala po dvaceti letech vratil jako lektor c¢eského
jazyka na School of Slavonic and East European Studies do Londyna. Po ndvratu
z Anglie prijal navrh svého kolegy, Jifiho Zlatusky, (v roce 1990 spolu s P. Maternou
a J. Zlatuskou vydal Karel Pala monografii ,,Logickd analyza p¥irozeného jazyka™)
a preSel v zaff 1995 na nové zaloZenou Fakultu informatiky Masarykovy univerzity.
Pusobi zde na Katedfe informacnich technologii, kterou od roku 1998 tspésné vedl.
V roce 1997 zaloZil Laboratof zpracovani prirozeného jazyka. Vyucuje kursy Zaklady
odborného stylu, Uvod do pocitalové lingvistiky, Uvod do korpusové lingvistiky a
poéitatové lexikografie, Uvod do strojového prekladu a kurs Sémantika a komunikace a
uspésné se vénuje celé fadé doktorandt (12 obhdjilo doktorskou praci, 8 pokracuje
v doktorandském studiu). Publikuje neprfehlednou fadu studii ve sbornicich z fady
mezindrodnich prestiznich konferenci a podili se (EuroWordNet-2, Balkanet, Velké
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korpusy, Jazykova poradna) i vede (Sémantickd analyza pfirozeného jazyka, TIL)
grantové projekty. Je clenem Akademického sendtu FI MU, clenem oborové rady, védecké
rady a konkursni komise tamtéz. Mimo svoji matefskou fakultu ptisobi jako ¢len oborové
rady MFF UK (pocitacov4 lingvistika) a ¢len konkursni komise FF MU (bohemistika a
pocitatové lingvistika) a téz &len védecké rady UJC AV CR. O mezindrodnim ocenéni jeho
odbornych schopnosti a zkuSenosti svédci Clenstvi v programovém vyboru konference
TSD (Text, Speech, Dialogue — redaktorstvi konferencnich sbornikti) a Global Wordnet
Conference (editor sborniku z roku 2004).

V soucasné dobé stoji v ¢ele Centra zpracovani pfirozeného jazyka FI MU.

Predklddanym sbornikem bychom radi poctili jednoho z pfednich Ceskych védeu,
badatele i ucitele, ktery zasvétil svij Zivot tomu, Cemu se dne$nim jazykem védy fika
Natural Language Processing (NLP).

Nedilnou soucasti bilancovani pfi prilezitostech Zivotnich jubilei byvaji vzpominky a
pféani; patii se v§ak i pod€kovat. Dovolte mi tedy zdvérem maly osobni dodatek.

KdyZ jsem poprvé vstoupila do kancelafe dr. Karla Paly na Filozofické fakulté tehdejsi
UJEP v Brné, padl mi do oka ndpis na dvetich: ,,Pofddek je pro blbce, inteligent zmatek
zvlddne.« Casto jsem se k obsahu tohoto na prvni pohled furiantsky ptsobiciho sd&leni
vracivala. Dnes si s odstupem téméf Ctvrt stoleti myslim, Ze je hlubsi, neZ zprvu vypadalo.
Latinské sloveso inter-legere (intellergere), které souvisi se substantivem intellectus a je
etymologicky spojeno s Ceskym inteligent, znamend doslova vybirat si mezi moZnostmi,
tedy roz-lisovat. Na tomto misté bych rada svému uciteli, Karlu Palovi, podékovala,
Ze (navzdory dennodenni jazykové realité zjednodusujici a matouci pojmy azZ k samé
ztraté smyslu fe¢eného) nikdy nevidé€l v pocitacich nastroj zjednodusent, ¢i spiSe zmatent,
prirozeného jazyka, ale vZdy ndstroj rozlisovdni. To, Ze nastroj ma spravné uplatnéni
pouze v rukou toho, kdo si je védom, Ze ma péstovat svou schopnost rozlisovat, bylo a je
samoziejmé.

Dik, Karle, a vSe nejlepsi do dalsich let!

Kldra Osolsobé

August 2009 D. Hlavackova, A. Hordk, K. Osolsobé, P. Rychly (Eds.)
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Presupposition vs. allegation

Marie Duzi

VSB-Technical University Ostrava,
17. listopadu 15, 708 33 Ostrava

marie.duzi@vsb.cz

Abstract. In the paper we examine two kinds of entailment, viz. presupposition
and allegation. We show that the topic of a sentence is associated with the existence
of the object denoted by the topic, which is not only entailed but also presupposed
by the sentence. On the other hand, allegation is often triggered by the focus of a
sentence, and this is the case of mere entailment. Hence sentences differing only in
their topic-focus articulation may have different truth-conditions and should thus
have assigned different logical forms. To this end we apply procedural semantics of
Transparent Intensional Logic (TIL), and furnish sentences with hyperpropositions
that are precisely defined in terms of TIL constructions. These are procedures
assigned to sentences as their context-invariant structured meanings. We analyse
the phenomenon of ropic-focus distinction, in particular the case of a presupposition
connected with the topic and allegation triggered by the focus of a sentence, in such
a way that relevant consequences can be formally derived.

1 Introduction

There has been much dispute among theoretical linguists and logicians on whether the
problem of topic-focus articulation is the problem of semantics rather than pragmatics. In
this paper we are going to demonstrate the semantic nature of the topic-focus difference by
its logical analysis. To this end we apply procedural semantics of Transparent Intensional
Logic (TIL) and assign (algorithmically structured) procedures to expressions as their
meanings. As a result, we furnish sentences differing only in the topic-focus articulation
with different structured meanings producing different PWS-propositions.

By analysing sample sentences we are going to show that while the clause standing
in the topic often generates the case of a presupposition, a focus-clause usually entails
rather than presupposes another proposition. The difference between the two cases is
this. A sentence () is entailed by a sentence P if whenever P is true, () is true as well. If
P is not true, we cannot deduce anything about the truth of ). On the other hand, @ is
not only entailed by also presupposed by P, if () is entailed both by P and non-P. In
other words, if a presupposition @) of a given proposition P is not true, then P as well
as negated P have no truth-value. Since our logic is a hyper-intensional logic of partial
functions, we analyse sentences with presuppositions in a natural way. We furnish them
with hyper-propositions that produce PWS-propositions with truth-value gaps. Having
a rigorous, fine-grained analysis at our disposal, we can then easily infer the relevant
consequences.

Dana Hlavéackova, Ale§ Hordk, Kldra Osolsobé&, Pavel Rychly (Eds.): After Half a Century of Slavonic Natural Language Pro-
cessing, pp. 113} 2009.
(© Masaryk University 2009



2 Marie Duzi

The paper is organised as follows After briefly introducing TIL philosophy and
its basic notions in Section 2, the main Section 3 introduces the method of analysing
sentences with presuppositions induced by a sentence topic, and allegation triggered by a
focus clause. Concluding Section 4 presents the direction of future research and a few
notes on TIL implementation via the TIL-Script functional programming language.

2 TIL in brief

Transparent Intensional Logic (TIL) is a system with procedural semantics primarily
designed for the logical analysis of natural languageE] Traditional non-procedural theories
of formal semantics are less or more powerful logical languages, from the extensional
languages based on the first-order predicate logic paradigm, through some hybrid systems
up to intensional (modal or epistemic) logics. Particular systems are well suited for
analysing restricted sublanguages. Yet there are hard cases like attitudes, anaphora, or the
topic-focus articulation that are stumbling blocks for all of them. This is due to the fact
that any intensional logic without hyper-intensional features can individuate meanings
only up to equivalence. Equivalent but non-synonymous expressions are indistinguishable.

On the other hand, TIL, due to its procedural semantics based on strong typing,
operates smoothly with the three levels of granularity: the extensional level of truth-
functional connectives, the intensional level of modalities and finally the hyper-intensional
level of attitudesﬂ The sense of a sentence is an algorithmically structured construction
of a proposition denoted by the sentence. The denoted proposition is a flat mapping
with the domain of possible worlds. Our motive for working ‘top-down’ has to do with
anti-contextualism: any given unambiguous term or expression (even one involving
indexicals or anaphoric pronouns) expresses the same construction as its sense (meaning)
in whatever sort of context the term or expression is embedded within. And the meaning
of an expression determines (possibly dependently on the situation of utterance in case of
a pragmatically incomplete meaning) the respective denoted entity (if any), but not vice
versa. Thus we strictly distinguish between a procedure (construction) and its product
(constructed function), and between a function and its value.

Intuitively, construction C' is a procedure (a generalised algorithm). When assigning
constructions to expressions as their meanings, we specify procedural know-how, which
must not be confused with the respective performatory know—howE] Understanding a
sentence S involves procedural know-how; one can spell out instructions for evaluating
the truth-conditions of S in any state-of-affairs w at any time ¢. But, of course, one can
know how to evaluate .S without actually being able to do so, that is, without having
the performatory skills that enable them to determine the truth-value of .S in a particular
possible world w and time ¢. Constructions are structured in the following way. Each
construction C' consists of sub-instructions (constituents), the execution of which is
involved when executing C' It is an instruction on how to proceed in order to obtain the
output entity given some input entities.

! The previous version of this paper was read by Marie Duzi at CICLing 2008, Computational
Linguistics and Intelligent Text Processing conference in Haifa, Israel, see [1].

2 See, for instance, [2], [7], [8], [12] and [13].

3 For TIL analysis of anaphoric references, see, e.g., [3], and for attitudes [4].

4 See [9], pp.6-7.
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There are two kinds of constructions, atomic and compound (molecular). Atomic
constructions (Variables and Trivializations) do not contain any other constituent
but themselves; they supply objects (of any type) on which compound constructions
operate. Variables x, y, p, q, ..., construct objects dependently on a valuation; they
v-construct. Trivialisation of an object X (of any type, even a construction), in
symbols °X, constructs simply X without the mediation of any other construction.
Compound constructions, which consist of other constituents, are Composition and
Closure. Composition [F A;...A,] is the instruction to apply a function f (v-constructed
by F') to a tuple argument A (v-constructed by Aj... A,L)E] Thus it v-constructs the value
of f at A, if the function f is defined at A, otherwise the Composition is v-improper,
i.e., it fails to v-construct anything. Closure [Ax1...x, X] is the instruction to v-construct
a function by abstracting over values of variables z1,...,x, in the ordinary manner of
A-calculi. Finally, higher-order constructions can be used twice over as constituents of
composed constructions. This is achieved by a fifth construction called Double Execution,
2X, that behaves as follows: If X v-constructs a construction X', and X’ v-constructs
an entity Y, then 2X v-constructs Y; otherwise 2X is v-improper, it fails to v-construct
anything.

TIL constructions, as well as the entities they construct, all receive a type. The formal
ontology of TIL is bi-dimensional; one dimension is made up of constructions, the other
dimension encompasses non-constructions. On the ground level of the type-hierarchy,
there are non-constructional entities unstructured from the algorithmic point of view
belonging to a type of order 1. Given a so-called epistemic (or ‘objectual’) base of atomic
types (o-truth values, ¢-individuals, 7-time moments / real numbers, w-possible worlds),
the induction rule for forming functional types is applied: where «, 31,...,03, are types
of order 1, the set of partial mappings from (31 X... x 3, to «, denoted (... (,),is a
type of order 1 as wellE] Constructions that construct entities of order 1 are constructions
of order 1. They belong to a type of order 2, denoted by *;. This type *; together with
atomic types of order 1 serves as a base for the induction rule: any collection of partial
mappings, type (af1. .. r), involving types of order 1 and #; in their domain or range is
a type of order 2. Constructions belonging to a type *5 that identify entities of order 1 or
2, and partial mappings involving such constructions, belong to a type of order 3. And so
on ad infinitum.

The sense of an empirical expression is a hyper-intension, i.e., a construction that
produces a possible-world intension defined as follows:

(- )intensions are members of type (aw), i.e., functions from possible worlds to an
arbitrary type a.

(- Jextensions are members of a type «, where « is not equal to (Sw) for any 3, i.e.,
extensions are not functions with the domain of possible worlds.

Intensions are frequently functions of a type ((a7)w), i.e., functions from possible
worlds to chronologies of the type « (in symbols: a.,,,), where a chronology is a function
of type (at).

Some important kinds of intensions are:

> We treat functions as mappings, i.e., set-theoretical objects, unlike the constructions of functions.
® TIL is an open-ended system. The above epistemic base {o, ¢, T, w} was chosen, because it is
apt for natural-language analysis, but the choice of base depends on the area to be analysed.
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Propositions, type o,,,. They are denoted by empirical sentences.

Properties of members of a type «, or simply a-properties, type (oa)mE]General terms,
some substantives, intransitive verbs (‘student’, ‘walking’) denote properties, mostly of
individuals.

Relations-in-intension, type (0f31. . . Bm ) rw- For example transitive empirical verbs (‘like’,
‘worship’), also attitudinal verbs denote these relations.

a-roles, offices, type a.., where a # (of3). Frequently ¢r,. Often denoted by
concatenation of a superlative and a noun (‘the highest mountain’).

An object A of a type « is denoted A/«. That a construction C/x,, v-constructs an
object of type « is denoted C' —, «. We use variables w, ws, ... as v-constructing
elements of type w (possible worlds), and ¢, ¢4, ... as v-constructing elements of type 7
(times). If C' —,, ar, v-constructs an a-intension, the frequently used Composition of
the form [[Cw]t], the intensional descent of an a-intension, is abbreviated as C;.

We invariably furnish expressions with their procedural structural meanings, which are
explicated as TIL constructions. The analysis of an expression thus consists in discovering
the logical construction encoded by the expression. TIL method of analysis consists of
three steps

1. Type-theoretical analysis, i.e., assigning types to the objects that receive mention in
the analysed sentence.

2. Synthesis, i.e., combining the constructions of the objects ad (1) in order to construct
the proposition of type o, denoted by the whole sentence.

3. Type-theoretical checking.

As an example we are going to analyse the proverbial sentence "The King of France
is bald". The sentence talks about the office of the King of France (topic) ascribing to
the individual (if any) that occupies this office the property of being bald (focus). Thus
there is a presupposition that the King of France exists, i.e., that the office is occupied. If
not, then the proposition denoted by the sentence has no truth-valueﬂ This fact has to be
revealed by our analysis. Here is how.

Ad (1) King_of /(1) s Francelv; King_of Franceli,.; Baldl(ot) .

Ad (2) Now we combine constructions of the objects ad (1) in order to construct
the proposition of type o-,, denoted by the whole sentence. The simplest constructions
of the above objects are their Trivialisations: OKing_of, OFrance, °Bald. The attribute
King_of has to be extensionalised first via Composition °King_of,,;, and then applied
to France; we get [ “King_of,,; °France]. Finally by abstracting over values of w, t we
obtain the office, Awt [ °King_of.,: °France]. But the property of being bald cannot be
ascribed to an individual office. Rather, it is ascribed to an individual occupying the office.

7 We model a-sets and (c...y,)-relations by their characteristic functions of type (oc),
(oai...an), respectively. Thus an a-property is an empirical function that dependently on
states-of-affairs (Tw) picks-up a set of a-individuals, the population of the property.

8 For details see, e.g., [8].

® On our approach this does not mean that the sentence is meaningless. The sentence has its sense,
namely the instruction how to evaluate in any possible world w at any time ¢ its truth-conditions.
Just that if we evaluate this instruction in such a state-of-affairs where the King of France does
not exist, the process of evaluation yields a truth-value gap.
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Thus the office has to be subjected to the intensional descent to v-construct an individual
(if any) occupying the office: Awt [ °King_of ..+ °France],;. The property itself has to
be extensionalised as well, °Bald,,;. Composing these two constructions, we obtain a
truth-value T, F, or nothing, according as the King of France is or is not bald, or does not
existET] Finally, abstracting over values of w, £, we construct the proposition:

Awt [ °Bald.; MwAt [ °King_of,,, “France]:].

This Closure can be equivalently simplified into Awt [ °Bald,,; [ °King_of,.; °France]].
Gloss. In any world at any time (AwAt) do these: First, find out who is the King of France
by applying the extensionalised attribute King_of to France ([ °King_of.,: *France)).
If there is none, then finish with the truth-value gap because the Composition
[ °King_of .+ °France] is v-improper. Otherwise, check whether the so-obtained individual
has the property of being bald ([ 9Bald . [ °King_of.,: °Francell). If so, then T, other-
wise F.

Ad (3). Drawing a type-theoretical structural treeE] we check whether particular
constituents of the above Closure are combined in a type-theoretically correct way.
dow A [ ["Bald w] 4 [[ [':'Kf}lg_:.lj w] f] “France]]

v oW W
(((o)thm) @ T [[[u‘.lﬂ?m T 1
(o)) ((u)T)
(o) (1)
i
0
(oT)
({(OT)a) (0 Tor short).

So much for the semantic schema of TIL logic. Now we are going to apply this formal
apparatus to analyse the phenomena of presupposition and allegation. We will focus
in particular on the way how the topic-focus distinction determines which of the two
phenomena the case is.

3 Topic-Focus articulation and presuppositions

In this section we propose the method of logically analysing sentences with presupposi-
tions. The input for our analysis is the result of linguistic analysis, such that it reflects the
topic-focus articulation. When used in a communicative act, the sentence communicates
something (the focus F') about something (the topic T'). Thus the schematic structure of
a sentence is F'(T").The topic T of a sentence .S is often associated with a presupposition

10" For details on predication of properties see [6].
1 See [2].
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P of S such that P is entailed both by S and non-S. To start up, let us analyse some
examples|”|

@) All John's children are asleep.
(1) All John's children are not asleep.

Strawson in [11, 173ff.] demonstrates that (1) as well as (1’) entail that
2) John has children.

In other words, (2) is a presupposition of (1), as well as of (1’). If each of John’s children
is asleep, then the sentence (1) is true and (1) false. If each of John’s children is not
asleep, then the sentence (1) is false and (1°) is true. However, if John does not have any
children, then (1) and (1) are neither true nor false. If (1) was false than (1°) would be
true, which means that "Some of John’s children are still up", which entails that John has
children contrary to the assumption. On the other hand, if (1) was false in the situation
when John does not have any children, then (1) should be true, which again entails that
John has children, contrary to the assumption.

However, applying a classical translation of (1) into the language of first-order
predicate logic, we get

Vz[JC(z) D S(x)].

But this formula is true under every interpretation assigning an empty set of individuals
to the predicate JC. We need to apply a richer logical system in order to express the
instruction how to evaluate the truth-conditions of (1) in the above described way.

Reformulating the specification of the truth-conditions of (1) in a rather technical
jargon of English, we get

If John has children then true or false according as all John’s children are asleep,
else fail (to produce a truth-value).

Since TIL meets the principle of Universal Transparency, i.e., TIL analysis is fully
compositional, we first need to analyse particular constituents of this instruction, and then
combine these constituents into the construction expressed by the sentence. As always,
we start with assigning types to the objects that receive mention in the sentence:

John/t, an individual;

Havel(ou(ot) ;) rw, a relation-in-intension between an individual and a property of
individuals, some instances of which the individual has;

(to be a) Child/(ot)+,, a property of individuals;

Alll((o(ot))(or)), the restricted general quantifier that assigns to a given set the set of
all its supersets;

12 Some of the examples we are going to analyse were taken from [5], where Haji¢ov4 argues that
topic-focus articulation is a matter of semantics rather than pragmatics. We agree, and in order
to put her arguments on a still more solid ground, we explicitly demonstrate different logical
constructions assigned to sentences differing only in topic/focus articulation. In what follows we
mark the topic of a sentence in italics.



Presupposition vs. allegation 7

Children_of/((ot)t)r.,a function-in-intension that dependently on states-of-affairs
(possible world/w and time/7) assigns to an individual (of type ¢) a set of individuals (of
type (ot)), its children;

Sleepl(ot).,, a property of individuals.

The presupposition that John has children receives the analysis

Mwt[ Have,,; “John °Child].

The literal analysis of "All John’s children are asleep" is best obtained by using the
restricted quantifier All. Composing the quantifier with the set of John’s children, [ Al
[ °Children_of,,; “John]], we obtain the set of all supersets of John’s children population
in a possible world w at time ¢. The sentence claims that the population of those who are
asleep, OSleepwt, is one of such supersets:

AwAL[[ All [ °Children_of,,; %John]] °Sleep ..

So far so good; yet there is a problem how to analyse the connective ‘if-then-else’. There
has been much dispute on the semantics of ‘if-then-else’ among computer scientists.
We cannot simply apply material implication ‘D’. For instance, it might seem that the
instruction "If 5=5 then output 1 else output the result of 1 divided by 0" receives
the analysis [ = %5] D [n = Y] A [=][% = %] D> [n = [°Div °1 °0]]]],
where n is the outputted numberE] But the output of the above instruction should
be the number 1 because the ‘else-clause’ is never executed. However, due to strict
compositionality, the above analysis fails to produce anything, the construction is improper.
The reason is this. The Composition [°Div °1 °0] does not produce anything, it is
improper because the division function has no value at the argument (1,0). Thus the
Composition [n = [ °Div 91 °0]] is v-improper for any valuation v, because the identity
relation = does not receive an argument, and so is any other Composition containing
the improper Composition [ °Div 1 °0] as a constituent (partiality is strictly propagated
up). This is the reason why the ‘if-then-else’ connective is often said to be a non-strict
function.

However, there is no cogent reason to settle for non-strictness. We need to apply a
mechanism known in computer science as lazy evaluation. The procedural semantics of
TIL operates smoothly even in the level of constructions. Thus it enables us to specify a
strict definition of ‘if-then-else’ that meets the compositionality constraint. The definition
of "If P then C else C5" is a procedure that decomposes into two phases. First, on the
basis of the condition P, select one of C7, Cs as the procedure to be executed. Second,
execute the selected procedure.

First, the selection is realized by the Composition

[O A [[P D [e="CI] A [=P D [c="D]]]l.

The Composition [[P D [¢ =°C]] A [-P D [¢ ="D]]] v-constructs either C or D.
If P constructs T then the variable ¢ receives as its value the construction C, and if P
constructs F then the variable c receives the construction D as its value. In any case the

13 For the sake of simplicity, we use infix notation without Trivialization when applying truth-value
connectives and equality. Thus, for instance, instead of ‘[° D [ = [%5 °5]][® = [n °1]]]” we
write ‘[["5 = °5] D [n = °1]]".
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set constructed by Ac [[P D [c =0CNNA[-P D[c ="D]]]is a singleton. Applying
singulariser ¢ on this set returns as its value the only member of the set, i.e., either the
construction C or D. Thus we have [ Ac [[P D [¢ =°C1]1 A [P D [¢ ="D11]1.

Second, the chosen construction c is executed. As a result, the schematic analysis of
"If P then C else D" is

*) 2[%[[P 5 [e = °CT) A [=P > [e = "DI]]).

Types: P — o, the condition of the choice between the execution of C' or D, C/x,,, D/*,,;
variable ¢ — #p,; t/(x, (0%,,)), the singulariser function that associates a singleton set of
constructions with the only construction that is an element of this singleton, otherwise
(i.e., if the set is empty or many-valued) it is undefined.

Note that we do need a hyperintensional, procedural semantics here. We need variable
c ranging over constructions. Moreover, evaluation of the first phase does not involve the
execution of constructions C' and D. These constructions are only arguments of other
constructions.

Returning to the analysis of (1), in our case the condition P is that John has children,
[ “Have,,;: °John °Child], the construction C' that is to be executed if P yields T is [[ OAll
[ °Children_of . %John]] %Sleep.,:], and if P yields F then no construction is to be chosen.
Thus the analysis of the sentence (1) comes down to this Closure:

Mt ? Yu)e] *Have,y °John °Child) >
(1%) [c = O[[PAU[ °Children_of . °John]] °Sleep.,;]
A=[ °Have,; °John °Child] OFH

The evaluation of (1*) in any world/time pair (w, t) depends on whether the presupposi-
tion condition [ °Have.,; %John °Child] is true in (w, t).

a) [ "Have,,; “John °Child] —, T.
Then Ac[ °T D [c = °[[ “All [ °Children_of,,; “John]] °Sleep.]1 A [°F O °F]] =
{ O[[ “All [ °Children_of,,; “John]] °Sleep.]}. Hence
Q{L/\c[ OT S [e= O[[ AU [ OChildren_ofu,t %John]] %Sleep:]1 A [°F D °F]] =
20[[ %411 [ °Children_of »: “John]] °Sleepi] =
[[ “All [ °Children_of,,; “John]] %Sleep.].
b) [ Have,,; “John °Child] —, F.
Then Ac[ °F D [c = °[[ All [ °Child_of,,; “John]] %Sleep.i] A [°T O °F]] = AcF.
The v-constructed set is empty. Hence, Ju\c °F] is v-improper, fails.

To generalise, we now present a general analytic schema of an (empirical) sentence S
associated with a presupposition P. The analysis is an instruction of the form

If P then S else Fail.

The corresponding schematic TIL construction is

(**) Mot 2[IA][Pot D [c = Suwi]] A [=Pur D °F]]].
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The evaluation in any (w, t)-pair depends on the value v-constructed by P,;.

(a) Pyt —+ T. Then

Q[L)\C[[OT D) [C = OSwt]] AN [OF D OFH] =2 OSwt = Swt
(b) Py — F. Then

2LNC[[F D [e = 9Sui]] A [T D OF]]] is v-improper.
(¢c) Py is v-improper, then

2u[[Puwt D [c = OSuwi]] A [=Put D °F]]] is v-improper.

Another phenomenon we encounter when analysing sentences with topic-focus articula-
tion is allegationpzl Consider another group of sample sentences.

3) The King of France visited London yesterday.
3" The King of France did not visit London yesterday.

The sentences (3) and (3’) talk about the (actual and current) King of France (the topic),
ascribing to him the property of having (not having) visited London yesterday (the focus).
Thus both the sentences have the presupposition that the King of France actually exists
now. If it is not so, then none of the propositions expressed by (3) and (3’) have any
truth-value. The situation is different in case of sentences (4) and (4’):

“) London was visited by the King of France yesterday.
@) London was not visited by the King of France yesterday.

Now the property (in focus) of having been visited by the King of France yesterday
is predicated of London (the topic). The existence of the King of France (now) is not
presupposed by (4), and thus also not by (4’), of course. The sentences can be read
as "Among the visitors of London was (was not) yesterday the King of France". The
existence of the King of France yesterday is implied, but not presupposed, by (4).

To describe the difference between the cases such as (3) and (4), Hajicova in [5]
characterizes allegation like this: while (i) presupposition is characterised as an assertion
A entailed by an assertion carried by a sentence .S, and also by the negation of S, (ii)
an allegation is an assertion A entailed by an assertion carried by a sentence S, but the
negative counterpart of .S entails neither A nor its negation. Schematically,

(i) (S = A) and (=S |= A) (A is a presupposition of S);
Corollary: If — A then neither S nor —S have any truth-value.
(i) (S = A) and neither (—S |= A) nor (=S |= —A) (allegation).

Our analyses respect these conditions. Let Yesterday/((o7)7) be the function that
associates a given time ¢ with a time-interval (that is yesterday with respect to t);
Visit/(out) r; King_of1(1L) 1., Francelt.

Remark. Now we are going to make use of (unrestricted) quantifiers, existential, 3" and
general one, V7. They are functions of type (o(o7)). The existential quantifier assigns
to a given set of times the truth-value T if the set is non-empty, otherwise F. The
general quantifier assigns to a given set of times the truth-value T if the set is the

4 The term ‘allegation’ is due to B. Partee. See [5, 248-249].
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whole type 7, otherwise F. In what follows we will use an abbreviated notation without
Trivialisation; instead of ‘[ %Y Az A]’, (93" Az A]’ we write ‘Yz A’, ‘Iz A’. Thus the
analyses of sentences (3), (3’) come down to

(3%) AwAt [AxTFt'[[[ *Yesterday t)t'] A [ °Visit,e x °London]][ °King_of,,, “France]]
(3°%) Mwt [Ax[3t'[[[ *Yesterday t)t'] A =] *Visit,e 2 °London]]| °King_of,,, °France]]

In such a (w,t)-pair in which the King of France does not exist both the proposi-
tions constructed by (3*) and (3°*) have no truth-value, because the Composition
[ °King_of,,; °France] is v-improper. On the other hand, the sentences (4), (4’) express

@*)  wt 3[[[ "Yesterday t]t'] A [ *Visitye [ °King_of . “France] °London]]
@*)  dwt 3t'[[[ “Yesterday t]t'] A = "Visit | °King_of,,; *France] °London]]

Now in such a (w, t)-pair in which the proposition constructed by (4*) is true, the Com-
position 3t'[[[ Yesterday t]t'] A [ “Visit, [ °King_of.,, *France] °London]] v-constructs
the truth-value T. This means that the second conjunct v-constructs T as well. Hence
[ “King_of ..+ “France] is not v-improper, which means that the King of France existed in
some time t’ belonging to yesterday. On the other hand, if the King of France did
not exist at any time of yesterday, then the Composition [ °King_of,,i+ *France] is
v-improper for any t’ belonging to yesterday. Thus the time interval v-constructed
by A'[[[ "Yesterdayt]t'] A [Visity | °King_of,,,, °France] ®London]], as well as by
A [[[ Yesterday t]t'] A —[ Visity | °King_of,,, °France] °London]), is empty, and the ex-
istential quantifier takes this interval to the truth-value F. This is as it should be, because
(4%) only implies yesterday’s existence of the King of France but does not presuppose it

Note that here we utilised the singularity of the office of King of France, i.e., of the
function of type ¢, If the King of France does not exist in some world W at time 7T,
the office is not occupied and the function does not have any value in W at T'.Thus we
did not have to explicitly specify the presupposition of (3) that the King exists using the
schema (**). As explained above, due to partiality of the office constructed by AwAt
[ “King_of,,: °France] and compositionality, (3*) and (4*) behave as desired.

Consider now another pair of sentences differing only by topic-focus articulation.

(®)) Our defeat was caused by John.
(6) John caused our defeat.
While (5) not only implies but also presupposes that we were defeated, the truth-conditions

of (6) are different, as our analysis clarifies.
First, (5) as well as (5”)

) Our defeat was not caused by John.
entail (7):
@) We were defeated.

15 Using medieval terminology, we also say that the concept of the King of France occurs with
de re supposition in (3) and (3’), and with de dicto supposition in (the 7-intensional context of)
constructions (4) and (4°).
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These two sentences are about our defeat. Thus (7) is a presupposition of (5) and (57),
and the schematic logical form of (5) is the instruction "If we were Defeated then it was
Caused by John, else Fail." Simplifying a bit by ignoring the indexical character of ‘we’,
let the proposition that we were defeated be constructed by “Defeat — OWE]

In order to make use of the general schema (**), we need to specify P and S. The
presupposition P that we were defeated is constructed by °Defeat and S is that it was
caused by John, MwAt[ °Cause,,; *John °Defeat].

Types: Defeat/o,,,; Cause/(0L0+y,) e Johnlt.

As aresult, (5) expresses
(5%)

Mwt (e[ “Defeat,,, O [c = °[ °Causen; “John *Defeat]]] A[- “Defeat,,, > °F]]].

The evaluation of the truth-conditions in any w, at any ¢ thus follows these cases:

a) “Defeat,,; —, T.

Then 29[ °Cause.,; John ODefeat] = [ %Cause,; “John ODefeat];
b) ODefeatwt —, F.

Then 2%[:\c OF] — Fuils.

On the other hand, the truth-conditions of (6) and (6’) are different.

(6) John caused our defeat.

(6”) John did not cause our defeat.

Now the sentence (6) is about the topic John, ascribing to him the property that he caused
our defeat (focus). Thus the scenario of truly asserting (6’) can be, for instance, this.
Though it is true that John has a reputation of a rather bad player, Paul was in a very good
shape and we won. Or, the other scenario is thinkable. We were defeated not because of
John but because the whole team performed badly.

Hence, that we were defeated is not presupposed by (6), and the analyses of (6) and
(6°) are:

(6*) Mwt [ °Cause.; “John *Defeat]
(6°%) Mwt =[ °Cause.,; *John “Defeat]

Yet, if (6) is true, then (7) can be validly inferred. In other words, (7) is entailed by (6)
but not by (6°). This indicates that (7) is an allegation associated with (6) rather than a
presupposition. As Hajicova says, the ‘(be)cause-clause’ in focus triggers an allegation.
To capture such truth-conditions, we need to refine the analysis. A plausible explication
of this phenomenon is this: x is a cause of a proposition p iff p is true and if so then x
affected p to be true. Schematically,

AMwt[ °Cause  pl = AW Pwt A [Pwe D [ “Affect e 2 p111.

16 If we want to take into account the indexical character of these sentences, we use free variable
‘we’ and obtain an open construction that constructs a proposition only after a valuation of we is
supplied by a context of utterance. Thus (6) expresses Awt [ *Defeated.,:we]. However, this is
irrelevant here, as well as the past tense used in the example.
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Types: Cause, Affect/(000;y,)rw; T — @, @ — any type; p — Orq,.
If x is not a cause of p, then either p is not true or p is true but x did not affect p so
that to be true:

Mt =[ °)Cause; © pl = AW —Powi V [Puwr A —[ CAffect e x p1].
Applying such an explication to (6), we get
(6%%) MwAt [ °Defeat,,, A [°Defeat,,, > [ Affect,,, “John *Defeat]]],

which entails that we were defeated, AwAt [ “True,,; *Defeat], as it should be.

Similar phenomenon also crops up in case of seeking and finding. Imagine that one
is referring on the tragedy in Dallas, November 22, 1963, by "The police were seeking
the murderer of JFK but never found him". The sentence is ambiguous due to different
topic-focus articulation.

) The police were seeking the murderer of JFK but never found him.
® The police were seeking the murderer of JFK but never found him.

The existence of the murderer of JFK is not presupposed by (8) unlike (9). The sentence
(8) can be true in such states-of-affairs when JFK was not murdered, unlike the sentence
(9). The latter can be reformulated in a more unambiguous way as "The murderer of JFK
was looked for by the police but never found". This sentence expresses the construction

Awt[[ °Look_for,,, “Police[ \wAt [ "Murder_of,,; *JFK ] wi] A

*
% =[OFindL, OPolice[\wAt [ °Murder_of,,; *JFK]]wt))-

Types: Look_for, Find"/(out).,; Policelv; Murder_of/(1t)1,; JFK/L

On the other hand, the analysis of (8) relates police to the office of the murderer rather
than to its holder. The police aim at finding who the murderer is. Thus we have Seek,
Find®/(0tt+,)+w; and (8) expresses:

AwAt [ %Seek, CPolice[MwAt] “Murder_of,,, “JFK]]|A

*
(8%) =[OFind?, °Police[\wAt [ °Murder_of,,, *JFK]]]].

wt

If the police did not find the murderer then either the murderer did not exist or the search
was not successful. However, if the foregoing search was successful, then it is true that
police found the murderer

AwWAE [OFindf}t OPolice [MwAt[ Murder_of,,; °JFK]]]

and the murderer exists. Hence a successful search, i.e. finding after a foregoing search,
also triggers an allegated existence
AwAt [ °Find3, °Police[\wAt[ "Murder_of,,, *JFK]]]
AwAE [ OExist o [MwAt] “Murder_of,,, °JFK]|]

where Exist/(0tr.,)rw is the property of an individual office of being occupied. In order
to render allegation, we explicate finding after a foregoing search in a similar way as the
above causing (z — 1} ¢ — try; Success_Search/(ottry)rw):

7 For the sake of simplicity, past tense and anaphora reference are ignored. For a more detailed
analysis of this kind of seeking and finding, see, for instance, [3].
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Awt[ OFind?, 2 ¢] = Mwt[[ °Exist,ic) N[ PExistyic] O [ Success_Searchy, x c]]]
Mwt—[ OFind), x ¢] = Mwt[—] “Exist,;c]V[[ Existyic] A= SSuccess_Search,,, x c]||

The last example we want to adduce is again the ambiguity of a topic-focus.

(10) John only introduced Bill to Sue.
(1 John only introduced Bill to Sue.

Leaving aside possible disambiguation "John introduced only Bill to Sue" vs. "John
introduced Bill only to Sue", (10) can be truly affirmed only in a situation when John
did not introduce other people to Sue except for Bill; (10) says that only Bill (topic) was
introduced by John to Sue (focus). This is not the case of (11). This sentence can be true
in a situation when John introduced other people to Sue, but the only person Bill was
introduced to by John was Sue.

Recalling the general schema of analysis of sentences with presupposition

AwAL 2[L)\C [[Puwt D lc= OSwt]] A [Pyt D OF]]]a

we have:
ad (10). Presupposition P = AwAt [V [[ OInt_toy,: %John x °Sue] O [z = °Bill]]]
ad (11). Presupposition P = AwAt [Vy [[ nt_t0.: YJohn °Bill y] D [y = Suell]
The construction C' that is to be executed in case the presupposition is true is here

Awt [ Unt_to,,: ®John °Bill Suel].

Types: Int_to/(otit) r, - who introduced who to whom; John, Sue, Billlv; ¥/(o(ot)).
The resulting analyses are

MwAt 2[ihe][Va[[ OInt_to.,; °John z OSue] D [z = °Bill]]
(10%) [c = O[°Int_to.; °John °Bill “Sue]]]A
[3x[[ °Int_to; °John x °Sue] A =[x = °Bill]] > °F]]J;

AwAt 2[iAe][Vy[[ CInt_to,: °John °Bill y] D [y = %Sue]] D
(11%) [c = 9[°nt_to, °John “Bill °Sue]]]]A
[By[[ °Int_to.; °John °Bill y] A =[y = °Sue]] D °F]]].

Using a technical jargon, the truth conditions expressed by the construction (10*) are
"If the only person that was introduced by John to Sue is Bill, then it is true that John
introduced only Bill to Sue, otherwise undefined". Similarly for (11%).

4 Concluding Remarks

We demonstrated the semantic character of topic-focus articulation. This problem is
connected with the ambiguity of natural language sentences. Logical analysis cannot
disambiguate any sentence, because it presupposes full linguistic competence. Thus
the input for our method is the output of a linguistic annotation providing labels for
the topic-focus articulation. Yet, our fine-grained method can contribute to a language
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disambiguation by making these hidden features explicit and logically tractable. In case
there are more non-equivalent senses of a sentence we furnish the sentence with more
than one different TIL constructions. Having a formal fine-grained encoding of a sense,
we can then automatically infer the relevant consequences. Thus in our opinion theoretical
linguistics and logic must collaborate and work hand in hand.

Using the expressive logical system of TIL, we were able to provide rigorous analyses
such that sentences differing only in the topic-focus articulation are assigned different
constructions producing different propositions and implying different consequences. We
analysed the phenomena of presupposition connected with a topic and allegation triggered
by a focus so that relevant consequences can be formally derived. Thus, in principle, an
inference machine can be built on the basis of TIL analysis such that it neither over-infers
(by inferring something that does not follow from the assumptions) nor under-infers (by
not being able to infer something that does follow). Currently we develop a computational
variant of TIL, the TIL-Script functional programming language. TIL constructions
are encoded by natural-language expressions in a near-isomorphic manner and for the
needs of real-world human agents T/L-Script messages are presented in a standardised
natural language. Vice versa, humans can formulate their requests, queries, etc., in the
standardised natural language that is transformed into 7/L-Script messages. Thus the
provision of services to humans can be realised in a form close to human understanding.
From the theoretical point of view, the inference machine for TIL has been specified.
However, its full implementation is still work in progress.

The direction of further research is clear. We are going to develop the TIL-Script
language in its full power, and examine other complex features of natural language. Yet
the clarity of this direction does not imply its triviality. The complexity of the work
going into building a procedural theory of language is almost certain to guarantee that
complications we are currently unaware of will crop up. Yet we are convinced that if
any logic can serve to solve such problems, then it must be a logic with hyperintensional
(most probably procedural) semantics, such as TIL.
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Abstract. Linguistically annotated corpora are the basis for human language
technology research but are, for a number of languages, still difficult to obtain,
especially as complete datasets. Essential resources are validated part-of-speech
or, better, morphosyntactically tagged corpora necessary for training taggers,
themselves a basic infrastructure for more advanced HLT tasks. The paper
presents the language resources for Slovene developed in the JOS project, http |
//nl.ijs.si/jos. We present the JOS MULTEXT-East-based morphosyntactic
specifications, which define the rich tagset necessary for describing morphologically
complex Slovene word-forms. The paper discusses the annotated corpora and the
on-line tool available for annotation of Slovene texts. We present the steps that
led to the creation of these resources, their Text Encoding Initiative compliant
XML encoding, their availability under the Creative Commons licences, and sketch
on-going work in the areas of syntactic and semantic annotation.

1 Introduction

Linguistically annotated corpora are the basis for human language technology research as
well as corpus linguistics, but are still difficult to obtain for a number of languages, esp. as
complete datasets. Annotated corpora are useful as training datasets for machine learning
or statistics based tools. Here, an essential resource is a hand-validated part-of-speech or,
better, morphosyntactically tagged corpus, necessary for training taggers, themselves a
basic infrastructure for more advanced HLT tasks.

For Slovene the MULTEXT—EastE] resources [[1]] have so far contained the only
available manually validated tagged corpus, the Slovene translation of the novel “1984”
by G. Orwell. And while the MULTEXT-East tagset and corpus encoding practices have
been adopted for a number of Slovene corpora, the “1984” corpus itself is nevertheless
small (100,000 words) and contains only one translated novel, resulting in very brittle
tagging models. Furthermore, the years of using the Slovene MULTEXT-East tagset have
shown that it could do with several modifications.

The JOS Slovene language resources [2] attempt to bridge this gap by producing
standardised and freely available linguistically annotated corpora and associated resources.

Uhttp://nl.ijs.si/ME/
Dana Hlavickovd, Ales Hordk, Kldra Osolsobé, Pavel Rychly (Eds.): After Half a Century of Slavonic Natural Language Pro-

cessing, pp. 1734} 2009.
(© Masaryk University 2009
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While the syntactic and semantic annotation are still on-going, the JOS morphosyntactic
specifications for Slovene and two carefully composed morphosyntactically annotated
corpora are already available. These resources have been used to (re)train a tagger and
lemmatiser for Slovene, giving much better accuracies than before. The on-line tool
as well as all the other resources are available from the JOS homepage under Creative
Commons licences.

The rest of the paper is structured as follows: Section [2] introduces the JOS
morphosyntactic specifications and tagset; Section [3] describes the composition and
encoding of the JOS corpora; Section [4| explains the availability of the JOS resources;
and Section [5] gives conclusions and plans for further work.

2 JOS morphosyntactic specifications

The purpose of the JOS morphosyntactic speciﬁcationf] [3!4] is to provide a well-
documented and accessbile feature-based tagset, appropriate for word-level syntactic
tagging of Slovene language corpora and texts.

The JOS specifications are a modification of the Slovene part of the multilingual
MULTEXT-East Version 3 [1] morphosyntactic specifications, which are used in the
annotation of a number of Slovene corpora, most notably the reference corpus FidaPLUq’f]
[51], and, of course, the MULTEXT-East Slovene corpus. The impetus for the modifications
came from linguistic grounds, but in adapting linguistic aspects of the specifications,
many technical changes were also introduced, the most important one being the switch to
XML. Namely, in MULTEXT-East Version 3, the morphosyntactic specifications were
written in ISIEX while for the JOS specifications we converted this encoding to XML.
The XML-based JOS specifications then served as a template in the development of the
MULTEXT-East morphosyntactic specifications Version 4 [6]]; these are, at the time of
writing, still work in progress.

The core of the JOS morphosyntactic specifications is the definition of part-of-
speech categories for Slovene in terms of their attributes and their values. They also
define the mapping from these values into a position-based compact string encoding, the
morphosyntactic descriptions (MSDs), and list all valid MSDs for Slovene, i.e., they define
the MSD tagset used for tagging of Slovene corpora. So, for example, the specifications
state that Noun, Type = common, Gender = masculine, Number = singular, Case =
accusative, Animate = no maps to the MSD Ncmsan and that this is a valid MSD for
Slovene. The specifications also provide some commentary, and corpus examples for
each MSD. They are written both in Slovene and English, so that the commentary, MSDs
and feature-value combinations can be expressed in either language.

The JOS morphosyntactic specifications [3]] consist of the following parts:

1. Background: This part gives a short introduction

2. Definitions of Morphosyntactic Categories
This part has 12 sections, one for each of the 12 MULTEXT-East defined categories
(parts-of-speech). Each section contains a table defining the attributes and their values
for the category, with notes, c.f. Section @}

*http://nl.ijs.si/jos/josMSD-en.html, http://nl.ijs.si/jos/josMSD-s1.html
3http://www.fidaplus.net/
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3. Lists: Here, the important list is the one with morphosyntactic descriptions, which
contains the full MSD tagset with examples of usage, c.f. Section[2.3]

4. Differences between MULTEXT-East Version 3 and JOS specifications: This part
enumerates the changes in attributes, their positions, values and their codes between
the two specifications. This section is written in Slovene only.

5. Comparison with other recommendations for morphosyntactic annotation: This
part contains the working notes (in Slovene only) that were produced in the
course of preparing the JOS morphosyntactic specifications. The notes give a
comparison between various proposals for morphosyntactic specifications / tagsets
and recommendations for the JOS specifications; c.f. Section[2.5]

The specifications are written in XML, in a TEI PS5 schema, c.f. Section Several other
formats are produced with XSLT stylesheets from this source, i.e., HTML in Slovene
and English, tabular files giving conversions between MSDs and feature-sets, and XML
libraries for use in corpora; c.f. Section @}

2.1 The format of the specifications

The Text Encoding Initiativeﬂis an international consortium whose primary function is to
maintain the TEI Guidelines, which set out a vocabulary of elements useful for describing
text for scholarly purposes. The Guidelines use XML encoding and are written as a set of
XML schemas (element grammars) with accompanying documentation.

The are a number of advantages of using TEI for encoding. TEI documents are
written in XML, which brings with it validation of document structure, a wealth
of supporting software and related standards. The most important one is the XML
transformation language, XSLT, which allows writing scripts (stylesheets) that transform
XML documents into other, differently structured (XML, HTML, text) documents. The
XSLT standard is nowadays generally supported, e.g., we find it implemented in most Web
browsers. The JOS specifications come with a number of XSLT transforms, which help
in authoring or displaying the specifications; they are further discussed in Section[2.4]

TEI is also general enough to encode the non-normative parts of the specifications,
e.g., the introduction, notes, etc. The TEI also provides, amongst other software, a
sophisticated set of XSLT stylesheets and associated components for converting TEI
documents into HTML and PDF. These tei-xs1 stylesheets, developed by Sebastian
Rahtz and freely available via the TEI homepage, cover a large number of TEI elements,
and also perform tasks such as generating the table of contents, splitting (large) TEIL
documents into several HTML files (while preserving cross-links), giving each HTML a
project defined header and footer, etc.

Additionally, we wrote a TEI to HTML stylesheet for the TEI header (not covered
by tei-xsl), where the TEI header contains the meta-data about a TEI document. The
resulting HTML file, localised to Slovene, is illustrated in Figure [T} Such a readable
view of the TEI header makes the meta-data about the corpus more understandable and
accessible, especially to speakers of Slovene.

*http://www.tei-c.org/
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Fig. 1. Part of the jos100k corpus TEI header in HTML. Each element in the TEI header
is given a gloss, in this example translated to Slovene. These glosses are also linked to
their definitions in the TEI guidelines.

Another reason for using TEI is uniformity, as the JOS annotated corpora are
also encoded in TEI; encoding the specifications in TEI as well gives an easy way
to directly integrate the corpus with the specifications, leading to simple validation of
the corpus annotations or conversion between corpus MSDs and their feature-structure
representations. This can be useful for querying the corpus, as it enables, e.g., the selection
of word tokens based on particular features.

The JOS specifications are written in TEI P5, the most recent version of the TEI
Guidelines [[7]. They use a particular TEI P5 schema called teiLite, which gives a basic
element vocabulary for texts. The specifications are encoded as a text with divisions, with
the formal parts encoded as tables.

2.2 Definitions of Morphosyntactic Categories

The formal core of the specifications are the tables defining attributes and their values
for each of the 12 categories - c.f. Figure 2] for an example. The tables also give the
mapping between the features and MSDs, by giving the position of the attribute in the
MSD string, and for each attribute-value pair, a one letter code for the MSD string.
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Furthermore, the attribute and value names and codes are given both in Slovene and
English, and these translations (localisations) enable shifting between the two languages.
For example, with the specifications and an accompanying XSLT stylesheet it is possible
to translate the English Ncmsan to Slovene Sometn, and expand it either to its English or
Slovene feature-structure, the latter being samostalnik, vrsta = ob&no_ime, spol =
moski, Stevilo = ednina, sklon = toZilnik, Zivost = ne. This makes it possible
for Slovene speakers to use the annotations in their native language, while also allowing
English speakers to understand them.

A synopsis of the twelve JOS categories, their attributes and the number of values
they can take is given in Table

Table 1. Slovene JOS categories, their attributres and the number of their values.

Category[ Attributes with number of values

Noun| Type(2), Gender(3), Number(3), Case(6), Animacy(2)
Verb| Type(2), Aspect(3), Form(7), Person(3), Number(3), Gender(3),
Negative(2)
Adjective| Type(3) Degree(3), Gender(3), Number(3), Case(6), Definiteness(2)
Adverb| Degree(3), Participle(2)
Pronoun| Type(9), Person(3), Gender(3), Number(3), Case(6), Owner_Number(3),
Owner_Gender(3), Form(2)
Numeral| Form(3), Type(4), Gender(3), Number(3), Case(6), Definiteness(2)
Preposition| Case(6)
Conjunction| Type(2)
Particle| no attributes
Interjection| no attributes
Abbreviation| no attributes
Residual| Type(3)

2.3 The MSD list

The specifications also include the list of valid MSDs for Slovene, totaling 1,902. Each
MSD is given with its expansion into a feature-structure and translation to English,
c.f. Figure 3] for the HTML rendering of this list. Additionally, the number of word tokens
and word types tagged with this MSD in the 1 million word jos1M corpus (c.f. Section[3)
is given, and examples of the usage of the MSD.



22 Tomaz Erjavec

<div type="section" xml:id="msd.N">
<head xml:lang="sl">Samostalnik</head>
<head xml:lang="en">Noun</head>
<table n="msd.cat" xml:id="msd.cat.N">
<head xml:lang="sl">Tabela atributov in vrednosti za samostalnik</head>
<head xml:lang="en">Attribute-value table for Noun</head>
<row role="type">
<cell role="position">0</cell>
<cell role="name" xml:lang="sl">samostalnik</cell>
<cell role="code" xml:lang="s1">S</cell>
<cell role="name" xml:lang="en">Noun</cell>
<cell role="code" xml:lang="en">N</cell>
</row>
<row role="attribute">
<cell role="position">1</cell>
<cell role="name" xml:lang="sl">vrsta</cell>
<cell role="name" xml:lang="en">Type</cell>
<cell role="values">
<table>
<row role="value">
<cell role="name" xml:lang="sl">oblno_ime</cell>
<cell role="code" xml:lang="sl">o</cell>
<cell role="name" xml:lang="en">common</cell>
<cell role="code" xml:lang="en">c</cell>
</row>
<row role="value">
<cell role="name" xml:lang="sl">lastno_ime</cell>
<cell role="code" xml:lang="sl">1</cell>
<cell role="name" xml:lang="en">proper</cell>
<cell role="code" xml:lang="en">p</cell>
</row>
</table>
</cell>
</row>
<row role="attribute">
<cell role="position">2</cell>
<cell role="name" xml:lang="sl">spol</cell>
<cell role="name" xml:lang="en">Gender</cell>
<cell role="values">
<table>
<row role="value">
<cell role="name" xml:lang="sl">moski</cell>
<cell role="code" xml:lang="sl">m</cell>
<cell role="name" xml:lang="en">masculine</cell>
<cell role="code" xml:lang="en">m</cell>
</row>

Fig. 2. JOS morphosyntactic specifications: start of table for Noun. The first row to the
table gives its type, i.e., the category, and the succeeding ones its attributes. The type row
gives the name of the category and its code in Slovene and English. Each attribute row
gives the position of the attribute in the MSD string and its name in Slovene and English.
Furthermore, it contains the possible values of the attribute, with each given its name and
one-character code for the MSD string in Slovene and English.
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The examples were automatically extracted from (1) the jos1M corpus, (2) the lexicon
of closed class words and (3) the lexicon derived from the FidaPLUS corpus. The
examples are ordered by the number of occurrences in (1), followed by examples from (2)
and (3). It should be noted that both (1) and (3) contain some tagging and lemmatisation
errors so not all examples, esp. those of low-frequency words, are necessarily correct.
This rather complicated scheme is necessary due to the Zipfian distribution of the MSDs.
So, the jos100k corpus, even though it contains 100,000 words, uses only 1,064, or just
over half, of all possible MSDs, and certain MSDs are exceedingly rare, not occuring
even in the 600 million word FidaPLUS corpus. It was thus necessary to combine several
sources to arrive at the complete and exemplified set of MSD.

/= Verb - Windows Internet Explarer E@@

@ w4l X | L=
& & B-a- & "
Table 4. MSDs (156) 2
MSD  Features (sl) MSD  Features (en) Tokens Types Examples of usage
(€] (en)
Ggdn glagol vrsta=glavi Vmen  [Verb Type=main 5102 |960
wid=dovrini Aspect=perfective
oblika=nedoloénik 'VForm=infinitive |storiti’=, doseéi/=, spremenit
Ggdm  glagol vrsta=glavni Vmen  Verb Type=main 37 25 pogledat/pogledati. ogledat/ogledati,
vid=dovréni Aspect=perfective nmret/umreti, zmrznit/zmrzniti,
oblika=namenilnilc 'VForm=supine |zaljubit/zaljubiti, zajebat/zajebati,
splavit/splaviti, seznanit/seznaniti,
razmenjat’razmenjati,
pripravit/pripraviti
Ggdd-  glagol vrsta=glavni Vmep- |[Verb Type=main 10710 1474 |povedal’povedati, rekel'redi,
em vid=dovrini sm Aspect=perfective zacel'zadeti, dobil'dobiti, dejal/dejati,
oblika=delemik 'VF orm=participle postal'postati, priSel'periti, dal/dati,
stevilo=ednina Number=singular odlodillodloéiti, ostal/ostati
spol=moski Gender=masculine
Ggdd-ez |glagol vrsta=glavni Vmep-sf Verb Type=main 5579 1118 |zatela’zaceti. povedala’povedati,
wid=dovrini Aspect=perfective rekla‘redi, postala‘postati, pridla/priti,
oblika=deleimik 'VForm=participle dobila‘dobiti, ostala/ostati,
Stevilo=ednina Number=singular odlodila‘odloditi, pripravila’pripraviti,
spol=2enski Gender=feminine nastala/nastati
Ggdd-es | glagol vrsta=glavni Vmep-sn Verb Type=main 2422 573 |uspelo/uspeti, zgodilo/zgoditi,
vid=dovrini Aspect=perfective \prislo/priti, zacelo/zaceti, ostalo/ostati,
oblika=deleznik 'VForm=participle |dalo/dati, postalo/postati
Stevilo=ednina Number=singular izkaralo/izicazati,
spol=srednji Gender=neuter spremenilo/spremeniti. koncalo/konéati
'Ggdd-  glagol vrsta—=glavni Vmep- |[Verb Type=main 7727 1134 |zacelizaceti, dobili'dobiti. naslinajti.
mm vid=dovrini pm Aspect=perfective odlocili‘odlogiti, prish/priti,
oblikka=deleimik 'VF orm=participle \pripravili‘pripraviti,
Stevilo=mno¥ina Number=phural \predstavili‘predstaviti, relkdifredi,
spol=moski Gender=masculine ugotoviliugotoviti, dosegli/dosedi
Ggdd-mz glagol vrsta=glavni Vmep-pf Verb Type=main 962 429 zadele/zadeti, postale/postati,
[vid=dovrini Aspect=perfective \pokeazale/pokazati, prisle/priti,
oblika=delemik VForm=participle ostale/ostati, spremenile/spremeniti,
Stevilo=mmozina Number—plural nastale/nastati, dosegle/dosedi, -

Fig. 3. The start of the JOS MSD list for Verb, shown in HTML. Each row gives the MSD
and its expansion to features in Slovene and English. Additionally, the number of word
tokens and word types tagged with this MSD in the 1 million word jos1M corpus is given,
and up to 10 examples of the usage of the MSD in the form word-form/lemma. Where
the word-form and lemma are identical, lemma is written as an equal sign.



24 Tomaz Erjavec

2.4 Conversions with XSLT

An important part of the XML specifications are the associated XSLT stylesheets, which
allow for various transformations of the specifications. The stylesheets are written in
XLST V1.0 and are documented with XSLTdocE] They take the specifications as input,
usually together with certain command line arguments, and produce either XML, HTML
or (tabular) text output, depending on the stylesheet.

For easier reading, we produced the browser version of the specifications as a set
of linked HTML pages, with a table of contents and automatically generated indexes
(lists). The XSLT stylesheets to produce the HTML of the specifications heavily depend
on the standard tei-xsl stylesheets. Conversion is currently only supported into HTML,
although PDF should not be too difficult to implement via tei-xs1. Conversion to HTML
is done in three steps:

msd-spec2prn.xsl generates from the specifications a display (“print”) oriented teiLite
document; this means making display-oriented tables and generating the indexes of
attributes, values, and MSDs;

teiHeader2html.xsl converts the TEI header into HTML, and possibly localises the
element name glosses; for expansion of element names to glosses and localisation to
Slovene it uses a subsidiary file, teilocalise-sl.xml;

jos-prn2html.xsl is a driver file, which calls tei-xsl1; it takes as input the display-
oriented document and produces a set of linked HTML pages, one for each part or
section; it also links the HTML TEI header with the HTML of the specifications.

In addition to the XML and HTML the distribution also includes tabular files,
which give the conversions of the MSDs into various representations, e.g. localisations,
expansions to feature-structures, etc. There are two stylesheets for MSD conversion,
which take a list of MSDs as a parameter and, on the basis of the JOS specifications,
typically convert to some other representation:

msd-expand.xsl produces different types of output, depending on the values of its mode

parameter. It also takes as parameters the required input and output localisations. The

output is in plain text tabular format, with columns that can be, depending on the

value of mode, which is a space separated list of modes, the following:

check only checks the validity of the input MSDs, flagging codes that are illegal —
this mode does not combine with the other ones;

id identity transform (with possible localisation);

collate collating sequence, with which it is possible to sort MSDs so that their
order corresponds to the ordering of categories, attributes and their values in the
specifications;

brief expansion to values only, which is the most compact feature-expanded format
and is meant for short but still readable expansions of MSD; instead of binary
values (yes/no), +/-Attribute is written;

verbose expansion to feature-structures (attribute=value pairs) for all attributes
defined for the category of the MSD;

>http://www.pnp-software.com/XSLTdoc/
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canonical expansion to feature-structures (attribute=value pairs) for all defined

attributes, regardless of whether they are defined for a particular category or not;

msd-fslib.xsl transforms the MSD list into a XML/TEI feature and feature-structure
libraries, suitable for inclusion into MSD annotated and TEI encoded corpora.

The above two stylesheets are not meant to be run whenever a transformation is
needed but rather to run them, once the specifications are finished, over the complete set
of MSDs to produce the tabular and XML files. Such conversion tables are then made
available together with the specifications.

As we consider the conversion tables included in the distribution very useful for
operationalising the MSDs, we introduce them in detail:

josMSD.tbl Full list of MSDs, with the first column giving the collating sequence, the
second the MSD in Slovene, and the third the MSD in English. The table is useful
for sorting MSDs and for translating between the Slovene and English MSDs.
Example:
02V02000100000000 Gp—n Va-n
02V02000200000000 Gp-m Va-u
02V02000300010100 Gp-d-em Va-p-sm

josMSD-val-sl.tbl, josMSD-val-en.tbl MSDs with short expansions to feature values.
This is the shortest human readable form of MSDs.
Example -sl: Gp-n glagol pomoZni nedoloénik
Example -en: Va-n Verb auxiliary infinitive

josMSD-attval-sl.tbl, josMSD-attval-en.tbl MSDs with attribute=value expansions
for all attributes defined for PoS. This is a mapping of MSDs to feature-structures
where categories are treated as types, i.e., all the attributes defined for a category are
listed, even if undefined.
Example -sl: Gp-n glagol vrsta=pomoZni vid=0 oblika=nedolo&nik oseba=0
Stevilo=0 spol=0 nikalnost=0
Example -en: Va-u Verb Type=auxiliary Aspect=0 VForm=supine Person=0
Number=0 Gender=0 Negative=0

josMSD-canon-sl.tbl, josMSD-canon-en.tbl MSDs with attribute=value expansions
for all defined attributes. This is the mapping of MSDs to the canonical representation
of feature-structures, where all the 14 defined attributes, regardless of category are
listed. This representation is used for a positional representation of features.
Example -sl: Gp-n glagol vrsta=pomoZni spol=0 Stevilo=0 sklon=0 Zivost=0
vid=0 oblika=nedololnik oseba=0 nikalnost=0 stopnja=0 dolocnost=0
Stevilo_svojine=0 spol_svojine=0 zapis=0

josMSD-1ib-s1.xml, josMSD-1lib-en.xm1 MSDs and features expressed as TEI XML
feature-structure libraries.
Example -sl:

<fs xml:id="Gp-n" xml:lang="sl" feats="#GO. #G1.p #G3.n"/>
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<f name="besedna_vrsta" xml:id="GO." xml:lang="sl"><symbol
value="glagol"/></f>

<f name="vrsta" xml:id="G1.p" xml:lang="sl"><symbol
value="pomozni"/></f>

<f name="oblika" xml:id="G3.n" xml:lang="sl"><symbol
value="nedolo&nik"/></f>

2.5 Comparison to other tagging schemes

In moving from MULTEXT-East V3 specifications to JOS, a number of other
morphosyntactic specifications (tagging schemes) were examined, concetrating on those
for Slovene, Czech, and English. The MULTEXT-East V3 specifications were, of course,
looked at closely, as this was the starting point. There are two other morphosyntactic
tagsets for Slovene. The Sllex tagset [8] is a rather close copy of the MULTEXT-East
one, with minor differences. The tagset used in the “POS-beseda” corpus [9110] differs
from the MULTEXT-East, JOS or Sllex ones in its fundamental design, as it does not use
positional attributes and is very closely tied to traditional Slovene grammars. Czech, as
a language similar to Slovene, and with well developed language resources was also of
great interest. The comparison included the Ajka [[11]] tagseﬂ and the Prague tagset [12]
used e.g., in the Czech National Corpusﬂ and Prague Dependency Treebankﬂ Finally, the
comparison included two English tagsets, as one of the first and still most widely used:
the CLAWS?-] and BNCET] tagsets.

A detailed exposition of the properties of the various tagsets and their relation to JOS
organised by category is given in Appendix B of the JOS specifications [3]. Unfortunately,
the comparison is written in Slovene and remains a working draft with much detail but
somewhat lacking in synthesis — there are a number of interesting issues that arise when
comparing this number of proposals for morphosyntactic annotation which would deserve
a more rounded exposition.

3 The JOS corpora

In this section we briefly present the two corpora developed in the JOS project, jos100k,
the gold-standard 100,000 word corpus and jos1M, the 1 million word JOS corpus. A
more detailed exposition of is given in [2].

We first introduce the basis for the corpora, the FidaPLUS corpus and then discuss
their annotation with MSDs and lemmas. FidaPLUS [5] is a reference corpus of
modern-day Slovene which contains about 600 million words, is encoded in (near)
SGML following the Text Encoding Initiative Guidelines, TEI P3 [[13]], and is annotated
with automatically assigned context disambiguated Slovene MULTEXT-East Version

®http://nlp.fi.muni.cz/projekty/ajka/
"http://ucnk.ff.cuni.cz/
$http://ufal.mff.cuni.cz/pdt/
®http://ucrel.lancs.ac.uk/claws/
http://www.natcorp.ox.ac.uk/
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3 [1] morphosyntactic descriptions (MSDs) and lemmas. The entire text processing
chain, including up-conversion from source formats, tokenisation, lexical processing
and disambiguation was performed with the proprietary software by the Slovene HLT
company AmebisE]

FidaPLUS is freely available for research via a Web concordancer, and is a very
useful tool for research into Slovene language. But, outside FIDA/FidaPLUS projects
partner institutions, it is not available as a dataset and so cannot serve as the basis for
HLT-type research. As a training set for PoS taggers it also suffers from the drawback
that it was tagged fully automatically; and while the Amebis tagger gives state-of-the-
art performance for Slovene, nevertheless the corpus contains annotations errors for
about 15% of the words. FidaPLUS does, however, offer an excellent basis on which
to develop a corpus for HLT research. The first step to arrive at the JOS corpora was
to convert FidaPLUS to TEI P5 XML [7] in order to maintain a standard format and to
enable processing with XML tools, in particular XSLT; we call this XMLified version of
FidaPLUS FIDA+X.

3.1 Sampling FIDA+X

The content of jos100k and jos1M corpora was obtained from the 600M word FIDA+X
by a two stage filter and sampling procedure meant to help JOS corpora achieve the
following characteristics:

— Are representative and balanced.
The representativeness of JOS corpora follows from this attribute holding for
FIDA+X. The balance of FIDA+X is, however, more questionable, as it contains a
large percentage of newspaper texts, and a relatively small one of fiction and esp.
professional writing (technical, academic prose). Simply adopting the balance of
FidaPLUS would leave the much smaller JOS corpora with very small amounts of
such texts.

— Consist of clean text.
Given that the corpora will be linguistically annotated, it is worth ensuring that
the corpus contains only legitimate text paragraphs and tokens: FidaPLUS contains
duplicates and cases where the up-conversion produced very short texts, paragraphs
or sentences, or did not remove all formatting information.

— Do not infringe copyright.
While complete text might be preferable for certain types of analysis, this would
be questionable for copyright reasons, but short samples from the texts are not
problematic. A sampling procedure has the further advantage that it makes the corpus
more varied.

The first sampling step randomly selected complete texts from the Fida+X corpus, but
excluded anomalous texts and prefered certain text types to others. First, a filter discarded
texts that are too short or too long, have too much formatting or are badly formed
according to various other heuristics. Second, ponders were given to text types and
other metadata, so that, in short, the bias of FidaPLUS towards newspapers is somewhat
counteracted, mostly towards technical writing.

"http://www.amebis.si/
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Taking these texts as the input, the second step selected random paragraphs, again
subject to some constraints: the minimum and maximum size of the paragraph, and that
each paragraph is unique in the corpus: duplicates were discarded by using CRC.

These two steps were run twice, with different settings. For jos100k, the first step was
set to produce a 10M word corpus, and for josIM a 100M word one, i.e., for both corpora
on average 1% of paragraphs was selected from the texts.

Table 2] gives an overview of the sizes of the two JOS corpora, in terms of the number
of texts, paragraphs, sentences, words and (word and punctuation) tokens.

Table 2. Tagcount of JOS corpora.

Corpus HjoleOk‘ jos1M

<text> 249 2,565
<p> 1,599 15,758
<s> 6,151| 60,291
<w> 100,003{1,000,019

<w>+<c>|[118,394(1,182,945

3.2 Morphosyntactic annotation

Manual annotation, performed by a supervised team of undergraduate students, consisted
of correcting the MSDs and lemmas in the two JOS corpora, where the base-line
annotations were mapped to the JOS specifications from the Fida+X/MULTEXT-East
MSDs and lemmas, automatically assigned by Amebis.

Technically, the manual annotation proceeded via a Web interface, which, for a given
corpus and input parameters (e.g., regexp over word-form, lemma or MSD), generated
Excel spreadsheets for the annotators. The spreadsheets feature a title sheet, a sheet
with the text and annotations to be corrected (via drop-down menus), and guidelines.
Upon correction, the spreadsheets were uploaded and the corpus updated with the new
manual annotations. This overall architecture was originally developed for correcting and
annotating historical texts [14], and was then successfully applied in the JOS project as
well.

The annotation process was cyclical, with a mixture of manual and automatic
annotation steps, depending on the corpus in question.

The annotation of the 100k corpus was carried out in parallel with developing the JOS
morphosyntactic specifications, tagset and its lexical mapping, along with the guidelines
for annotators. This made the process rather complicated but resulted in specifications,
tagset, lexicon and corpus which are consistent and made the jos100k corpus as free of
errors as possible, given project constraints. The complete corpus was validated twice
by different annotators, and the words where the two manual annotations differed were
validated for the third time. When further mistakes were spotted, annotations of certain
token types in the corpus were unified or corrected in several subsequent steps to arrive at
the gold standard jos100k manually annotated corpus.
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As project resources did not allow for manual verification of the complete one million
word jos1M, we manually validated only “suspicious” MSDs, as well as automatically
improving the Fida+X annotations. We first trained the TnT tagger [15] on the manually
annotated jos100k, and gave it, as the backup lexicon, the lexicon extracted from Fida+X
with its MSD converted to the JOS specification. The word tokens where the TnT and
Amebis differed in their MSD assignment (about 19%, i.e., 190,000 words) were labelled
as suspicious, and were manually validated, arriving at an estimated overall 96.8% word
accuracy of MSD tagging; details on this annotation are given in [2].

Figure [ gives an example stretch from the josIM corpus, exemplifying its XML/TEI
structure.

<div xml:id="F0000015" n="8 35 709 814">
<p xml:id="F0000015.13" n="4 117 133">
<s xml:id="F0000015.13.1" n="31 36">
<w xml:id="F0000015.13.1.1" type="auto" msd="Sosei" lemma="postopanje">
Postopanje</w><S/>
<w xml:id="F0000015.13.1.2" type="auto" msd="Do" lemma="pred">pred</w><S/>
<w xml:id="F0000015.13.1.3" type="auto" msd="Ppnseo" lemma="afganistanski">
afganistanskim</w><S/>
<w xml:id="F0000015.13.1.4" type="auto" msd="Soseo" lemma="veleposlanisStvo">
veleposlanistvom</w>
<c xml:id="F0000015.13.1.5">,</c><S/>
<w xml:id="F0000015.13.1.6" type="manual" msd="Sosei" lemma="Sirjenje">
Sirjenje</w><S/>
<w xml:id="F0000015.13.1.7" type="auto" msd="Sozmr" lemma="govorica'">
govoric</w><S/>
<w xml:id="F0000015.13.1.8" type="auto" msd="Dm" lemma="o">o</w><S/>
<w xml:id="F0000015.13.1.9" type="manual" msd="Zk-sem" lemma="ta">tem</w>
<c xml:id="F0000015.13.1.10">,</c>

Fig. 4. A stretch of text from the jos1M corpus. The IDs refer to FidaPLUS text identifiers,
the bibliographic and taxonomic data of which is stored in the TEI header of the corpus.
The n attribute summarises the number of paragraphs, sentences, words and tokens in
each element, while the type attribute shows whether the annotation was automatic (where
Amebis and TnT taggers agreed on the annotation) or manual. The S elements indicates
whitespace between tokens.

3.3 Syntactic and semantic annotation

While the morphosyntactic annotation is finished, syntactic and semantic annotations are
still work in progress, although well advanced.

Syntactic annotation is being performed in cooperation with the long-term Slovene
project “Communication in Slovene’ﬂ The underlying formalism is a simplification of

2 http://www.slovenscina.eu/
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the approach used in the Prague Dependency Treebank and distinguishes six types of
dependencies. So far, the annotators manual, a dedicated graphical editor, and a pilot gold
standard treebank comprising 500 sentences have been finalised, and work is proceeding
apace on annotating the complete jos100k corpus. The annotation is being performed
by a team of students, with parallel annotations. Disagreements are then checked with
the whatswron program, a visualizer for Natural Language Processing problems, in
particular annotation disagreements.

The third level of annotation concerns lexical semantics, and consists of manually
annotating selected words in jos100k with their sense in sloWNet [16117]. sloWNelE] isa
Slovene semantic lexicon based on Princeton WordNet which currently contains around
17,000 synsets and 20,000 literals. For semantic annotation, we chose 105 nouns that are
present in sloWNet and have a frequency of between 30 and 100 in jos100k. These word
tokens in the corpus are currently being annotated by students for their sense (synset id)
in sloWNet. So far, the annotators’ manual, an interface involving Excel spreadsheets
for annotations, and the first round of sense annotation for the chosen words has been
performed. In the future, these annotations will be re-checked and then incorporated into
jos100k.

4 Availability of the JOS resources

The JOS resources are available from the homepage of the projectE] under the Creative
Commons licences and with no required registration. The resources consist of the JOS
morphosyntactic specifications, the two annotated corpora and web services.

4.1 The specifications

The JOS specifications are available for browsing in Slovene and English and for
download under the Creative Commons Attribution 3.0 licence. As discussed in Section[2]
they comprise the source XML, associated XSLT stylesheets, the derived HTML version,
and MSD conversion tables. Additionally, the morphosyntactic annotators’ manual (in
Slovene) is provided in PDF.

4.2 The corpora

The jos100k and jos1M corpora, currently annotated for context disambiguated MSDs and
lemmas can be downloaded under the Creative Commons Attribution-Noncommercial
licence. Unfortunately, we cannot allow commercial exploitation, as that is not permitted
by the agreement between FIDA and FidaPLUS and the text providers, or by the
agreement between JOS and the FIDA and FidaPLUS consortium, which includes also
commercial partners.

The JOS corpora are available in the source XML TEI P5 encoding, as well as several
derived formats, more suitable for immediate processing and exploitation. In particular,

Bhttp://code.google.com/p/whatswrong/
“http://nl.ijs.si/slownet/
BShttp://nl.ijs.si/jos/
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we offer the corpora in the file format for the IMS Corpus Workbenc [L8], where each
line contains either a structural tag or a tab-separated line containing the wordform, lemma,
MSD, and the MSD decomposed into canonical features. This allows for searching on
particular attributes of the token, regardless of the part-of-speech. For instance, to find all
tokens marked as feminine genitive, the CWB query would be: [gender="feminine" &
case="genitive"].

As mentioned, jos100k will in the future contain additional annotations, in particular,
it will be syntactically annotated with dependency trees, and semantically with WordNet
senses.

4.3 Web services

In addition to downloading, the corpora can be also queried on-line, via a Web interface
to the IMS Corpus Workbench. The user can select either corpus with the Slovene or
English MSDs and input a CWB query directly, or use a simple tabular interface for
regular expression querying over words, lemmas and MSDs over several tokens. The
display can be either as separate text snippets, as standard KWIC, or as a frequency
lexicon of hits. Furthermore, the word, lemma and MSDs can be displayed in the results.

We also offer a Web service that annotates Slovene texts. The service tokenises the
text, and then tags it with MSDs and lemmas. The text is either pasted into the window,
or a plain text file is uploaded. The service uses the tool ToTaLe [[19], which is a trainable
tagger and lemmatiser trained on the jos1M corpus. The service has no pre-set limits on
the size of the text to be annotated, but the practical limit is about 1 million words. The
Web page of the service also provides a WordSketch grammar for Slovene, so corpora
produced by the service can be used in the Sketch EngineF_T]

5 Conclusions

The paper presented the initial results of the JOS project, with the focus on the JOS
morphosyntactic specifications, and MSD tagged and lemmatised jos100k and jos1M
corpora. The presented corpora are the first such publicly available resources for Slovene,
and should significantly advance part-of-speech tagging and lemmatisation research
for the language. In addition to the resources, we also provide a Web tagging and
lemmatisation service useful for students and researchers to annotate their own corpora
and use them for corpus linguistic research.

In addition to providing HLT and corpus linguistics resources for Slovene, JOS also
introduces some novel methods into several areas of language resource development:

Open source approach to distribution. From the plethora of accessible corpora in the
world, a large number are available only via a dedicated interface (concordancer) but
not for download, making it impossible to use them as a dataset for HLT research.
Those that can be downloaded are often not free, via ELRA or LDC, and even free
corpora insist on a registration procedure which might put stringent constraints on
the use of the resources. JOS resources, in contrast, are only a click away.

" http://cub.sf.net
7 http://www.sketchengine.co.uk/


http://cwb.sf.net
http://www.sketchengine.co.uk/

32 Tomaz Erjavec

Standardisation of language resources. The JOS resources are uniformly encoded in
XML, according to the widely used Text Encoding Initiative Guidelines, and the
JOS morphosyntactic specification will become a part of the 13+ language Version 4
MULTEXT-East specifications. This gives a firm foundation to the resources, making
them platform independent, easily processable, and suitable as a basis for multilingual
and cross-lingual applications.

Localisation of linguistic features. The annotation of language resources for various
languages is either in the same language as the resources, or in English. The
former has the advantage of enabling native speakers of the language to peruse the
annotations in their language. This positively impacts on the equality of languages
and the development of (linguistic) terminology for the language in question. The
disadvantage, however, is in precluding foreign researchers from understanding the
specifications and corpus annotations and, in some cases even processing them, as
they will most likely contain characters outside the ASCII range, which can still
cause problems for taggers or other HLT software. This marginalises the produced
language resources and can e.g., disqalify them from participating in open tasks. In
JOS we have introduced the concept of localisation into annotations, enabling both
solutions to the question of language selection for the morphosyntactic specifications
and corpus annotations.

Current work on the JOS resources, as mentioned, concerns the next two levels of manual
linguistic annotation of the jos100k corpus.
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Introduction

A workshop in Pretoria in March, 2007 brought together the authors and Karel Pala in
an effort to lay the groundwork for an African WordNet, a new member of the Global
WordNet family. Among the many challenges for building and linking wordnets across
such distinct languages as English, Czech and Zulu, is the analysis and representation of
morphologically related word forms. We published a paper on this topic (Bosch, Fellbaum
and Pala, 2008) and hope that the many remaining open questions will lead to further
collaboration. In this contribution, dedicated to Karel on his 70t" birthday, we discuss one
particular type of word formation: noun compounding. We look forward to broadening
the English-Zulu-based perspective presented here with Czech data.

When building lexical resources, one is continuously confronted with the question:
Where is the borderline between the lexicon and the grammar of a language? Even without
the space restrictions faced by traditional paper lexicography, scientific principle and
parsimony mandate that the lexicon be restricted to idiosyncratic phenomena that are
not attributable to the regular processes of grammar and that need to be "looked up"
rather than derived by the language user. Derivational morphology—unlike inflectional
morphology—presents a large grey area between regular, compositional and idiosyncratic,
non-compositional word forms.

In both English and Zulu, most lexicalized compounds are noun phrases composed
of two or more nouns; this class of compounds is the focus of our paper, but we will be
referring to other compositions as well.

1 Formal properties of English and Zulu noun compounds

We briefly review and contrast the structural properties of English and Zulu nominal
compounds.

1.1 Headedness, endocentric and exocentric compounds

The head of a phrase constitutes its salient part and serves as the basis for the name of
the phrase in many cases, where the head of a noun phrase is a noun, the head of a verb
phrase is a verb, etc. However, noun phrases can also have heads that are not nouns. For
Dana Hlavackovd, Ale§ Hordk, Kldra Osolsobé, Pavel Rychly (Eds.): After Half a Century of Slavonic Natural Language Pro-
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example, Zulu inqumakhanda (a person with a fine body but ugly face) consists of a
verb head -nquma (cut off) and and noun ikhanda (head). Similarly, the compound noun
insizakuzwa (hearing aid) has both a verb head (-siza, help) and a verb modifier (-zwa,
hear). (See section 1.3 for more examples.)

Within a phrase, the head can be the leftmost (initial) or the rightmost (final) element,
depending on whether the language is head-initial and thus right-branching (like Zulu),
or head-final and thus left-branching (like English). An example of a noun compound
in Zulu is umninindlu, composed of the phrasal umnini (owner) and indlu (house), and
corresponding to English house owner. Similarly, umbiki (reporter) and indaba (matter,
topic, affair) combine to form umbikindaba (journalist).

English has very few compounds like attorney general, where the phrasal head is not
the rightmost member.

In most compounds, the phrasal head is also the semantic head, i.e., the constituent
that expresses the basic meaning of the compound (in WordNet terms, the superordinate,
more general, concept). For example, the semantic heads of windowsill and attorney
general are sill and attorney, respectively.

The distinction between endocentric and exocentric compounds, which goes back to
Panini and Sanskrit grammar, pertains to compounds with and without a semantic head,
respectively. Compounds like pickpocket, chimney sweep and scofflaw lack a semantic
head, as they are not kinds of pockets, sweeps or laws (their phrasal heads). Unexpressed
semantic heads in many cases are implied and easily inferable; the above examples all
refer to persons. Mental or physical properties of people are often encoded in exocentric
compounds referring to the person possessing the respective qualities: dimwit, half-
wit, birdbrain, hunchback, paleface. In the case of exocentric compounds like redhead,
turtleneck and paperback, the phrasal head is a meronym (part ) of the implied semantic
head: a person has a head, a sweater has a neck and a book has a back. A Zulu example is
inqumakhanda (a person with a fine body but ugly face), composed on -nquma (cut off)
and ikhanda (head).

Exocentric compounds with inferable semantic heads are somewhat productive in
English for certain categories. For example, the following compounds denote items
of clothing (shoes, sweater, pants, jackets): high heels, V-neck, turtleneck, jewelneck,
bellbottoms, swallowtail, cutaway. Desktop and laptop are convenient neologism of the
kind created in response to the need to label a new concept; such compounds arise
frequently, can be short-lived, and may get calqued or straightforwardly borrowed into
other languages. Exocentric compounds like copycat, scarecrow do not have an inferable
head and thus their meanings cannot be guessed; they must be listed in the lexicon.

Examples of Zulu exocentric compounds are ubusobubili (two-faced person),
composed of ubuso (face) and bubili (two) and umazwimabili (ambiguous person),
constituted by amazwi (words) and mabili (two). Note that the prefixes ubu- (for face)
and ama- (for words), are preserved according to the rule for the head-first member of the
compound; the implied semantic head (person) does not supply the prefix, making these
compounds semantically opaque and thus candidates for lexical entries.
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1.2 Compounding and Prefixation in Zulu

As in English, any Zulu lexeme containing at least two stems or roots is considered to be
a compound. But unlike in English, the process of compounding in Zulu is not merely a
concatenation of independent words. Words contributing to a compound may undergo
phonological and morphological changes. Parts of these words "may be elided, replaced
or adapted in some way or another, so that the lexical components do not appear as full
words, but as bound stems and roots." (Kosch, 2006:122).

Zulu has a rich system of prefixation, and compounding affects prefixation. A new
prefix is added for every compound headed by a verb. The class prefix of a noun as head
may get changed in a compound, as in

inyoni (bird) + -nco (speckled red-and-white) > ubunyoninco (craftiness, cunning,
bribery)

where the prefix for class 9 (in-) becomes class 14 (ubu-) in the compound.

1.3 Noun compounds with non-noun heads

Some noun compounds have a head that is not a noun; nevertheless, the category of
the phrase is nominal. Examples include the large class of English nouns derived from
phrasal verbs: cutoff, pick-up, set-up, look-up, push-up, knock-out, drop-in, stowaway,
shut-down, etc. (Note that not all phrasal verbs can be nouns: cut up, set off, look on, push
away, knock back, drop down and shut away have uses as verbs only.) Noun compounds
composed of verbs include wannabe, must-have and knock-me-down. In each case, the
semantic head is unexpressed and cannot be easily inferred, as there is no obvious or
regular semantic relation between the noun and the implied head.

Because of their idiosyncracies, such compounds are listed in the lexicon.

Zulu may form noun compounds with a verbal head and different kinds of modifiers.
Examples of verb-noun compounds are umhlolimigwaqo (road inspector), composed
of -hlola (inspect) and imigwagqo (roads); isithamelalanga (sunflower) is composed of
-thamela (bask) and ilanga (sun). Note that a new noun prefix is added for every compound
with a verb as head. The few existing English verb-noun compounds include shuz-eye,
turnkey and chimney sweep.

We give examples of Zulu noun compounds made up of a verbal head and different
modifiers. In the compounds below, the verb is modified by a so-called quantifier pronoun:

-hlala (live) + wodwa (alone) > umhlalawodwa (recluse)

-vuma (agree) zonke (all) > uvumazonke (credulous person; person who assents to
everything).

A compound made up of a verb and an adverb is

-duma (thunder) + kude (far) > udumakude (famous person)
Compounds composed of two verbs may receive the in- noun prefix:

-siza (help) + -zwa (hear) > insizakuzwa (hearing aid)

-khasa (crawl) + kabili (twice) > inkasakabili (a very old person).
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1.4 Reduplication

Zulu also forms compounds by reduplication (Ungerer 1983, Kosch 2006, Okoth Okombo
2000). Noun compounds formed in this manner take on specific nuances and can be
semantically classified as follows:

(1) The reduplication adds a semantic component of goodness, kindness, pleasantness,
genuineness etc.:

insizwa >insizwa-nsi (a real young man)
umuntu > umuntu-ntu (a typical person)

(2) In some cases the reduplicated nouns convey a meaning of multiplicity when in
the plural:

imifula > imifulafula (many rivers)
izimbongolo > izimbongombongolo (many donkeys)

(3) The reduplicated, but not the simple forms, are independent lexical items in a few
cases:

inkanankana (great difficulty; big problem) < *inkana

Marchand (1960) notes that English nouns formed by reduplication usually have
onomatopoeic or otherwise expressive character: tick-tock (clock), blah-blah (meaningless
talk), hush-hush (secret), choo-choo (train), ping-pong (table tennis). The single
morpheme has no lexical status outside the compound.

2 Compositionality

A central question is, which compound nouns are semantically idiosyncratic and carry
a meaning that cannot be computed by combining the meanings of the compound’s
constituents? The answer to this question is important in that it tells us which compounds
do and don’t belong into the lexicon (and, by extension, into WordNets). As with idiomatic
multi-word expressions like kick the bucket and get hold of, compositionality is distributed
along a spectrum. At one end are truly non-compositional and semantically opaque
compounds include butterfly, cheapskate and tightwad. Their meanings cannot be easily
guessed, unlike those of dishwasher and bookshelf.

2.1 Metaphoric compounds

Some idiosyncratic compounds have metaphorical character. Ladyslipper and buttercup
are flowers whose folk names derive from their similarity to the objects referred to under
the literal readings. An example from Zulu is umhlwazimamba (species of climber),
composed of the nouns umhlwazi (species of a rare tree) and imamba (type of snake).
Similarly, skyscrapers and couch potatoes are not scrapers and potatoes under any
readings of these nouns, yet the motivation for these compounds is more or less apparent.
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Bellwether, though it can refer to a male sheep, most often denotes a person, who is
likened to a sheep wearing a bell and leading the flock.

In semantically opaque compounds like helicopter mother and forklift, the head
receives a literal interpretation while the modifying member is a metaphor. Corresponding
examples in Zulu are abantunyoni (astronauts), composed of abantu (people) plus
inyoni (bird) and umkhumbingwenya (submarine), which combines umkhumbi (boat)
and ingwenya (crocodile).

2.2 Semantic relations between the constituents

Compounding is a generative, productive process; speakers make up compounds on the
fly and hearers decode them effortlessly. This means that the majority of compounds
are compositional, though their meaning may depend on the context in which they are
embedded (e.g., banana war is best interpreted in the context of trade relations among
nations that are exporting and importing the fruit). The members of a compound bear a
semantic relation to one another, and the relations are the basis for productive patterns.

Levi (1978) represents an attempt to classify these relations exhaustively for English
compounds. However, it seems that while many compounds can be semantically classified
in terms of a small number of patterns, the patterns cannot account for all compounds.

For example, the following nouns headed by chair specify the LOCATION of the chair
(where it is used): desk chair, lounge chair, deck chair, lawn chair, etc. The modifying
noun may also specify the user: baby chair, barber chair.

Other compounds specify salient or characteristic PARTS of the head: armchair;
wing chair, wheelchair. The head can be modified by a verbal participle: stacking chairs
and folding chairs CAN BE stacked and folded, respectively. Rocking chairs rock and
massage chairs massage (ACT ON) the sitter. But these productive patterns fail in the
case of dining chair, which neither dines nor is dined, but is used at a dining table or in a
dining room. Easy chair is truly idiosyncractic and does not follow a productive pattern.
(Note that easy chair is a compound and not an adjective-noun combination: *the red and
easy chair, *the very easy chair.)

The productivity of many compounds can be attributed to patterns as well as
pragmatics. Thus, if the head is a Material, the meanings of the modifier can be inferred
from its function or its creation, etc.: paperbag, plastic bag (made from paper/plastic),
paper mill/plastic mill (mill for producing paper/plastic). More likely candidates for
inclusion in the lexicon are paper trail and paper cut, whose meanings do not follow
from the fact that the head is a Material.

In English compounds formed from a verb-ing and a noun constituent, the noun
can encode semantic roles associated with the event denoted by the verbs, such as
Theme/Patient, Location, Instrument, Manner:

Baking potato/eating apple

Baking dish/sheet

Baking directions/instructions/recipes

Baking powder/soda
Poulos and Msimang (1998:86) note with respect to Zulu noun compounds that "the
resultant meaning. . . is either a combination of the individual meanings of the two parts or
an idiomatic or free rendering of the two meanings." But patterns like the above show that
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a more differentiated view is required. The meaning of the whole may not be just a "free
rendering" of one or both constituents; moreover, the borderline between compositionality
and idiomaticity is fuzzy. A cross-linguistic perspective can show the universality of the
patterns and, conversely, identify idiosyncratic, language-specific compounds.

2.3 Systematicity in Zulu noun compounds

Various types of compounds can be distinguished in terms of the relations between the
semantic head and the modifying constituent. We exemplify types of subordinate and
possessive compounds where one element modifies the other with regard to qualification,
locality or possession for instance.
Examples for the group headed by the noun umnini (owner) include:

umnini (owner) + amandla (strength) > umninimandla (strong person, authority)

umnini (owner) + indlu (house) > umninindlu (house owner, family head)

umnini (owner) + isitolo (shop) > umninisitolo (shop owner)

umnini (owner) + umuzi (kraal) > umninimuzi (chief)
The English equivalents are formed with different heads, such as keeper (shop keeper),
holder (landholder, householder).
Another group of compounds is formed with the head noun umgcini (guard):

umgcini (guard) + umnyango (door) > umgcinimnyango (door guard)

umgcini (guard) + isihlalo (chair) > umgcinisihlalo (chairperson; speaker)

umgcini (guard) + isikhwama (bag) > umgcinisikhwama (treasurer)
English often uses man in equivalent compounds: doorman, spokesman, chairman.
A third group of compounds, formed from the verbal head —linda (look after), includes

-linda (look after) + inkosi (king) > isilindankosi (king’s body guard)

-linda (look after) + insimu (field) > umlindansimu (scare crow)

-linda (look after) + isango (gate) > umlindisango (gate guard)
Finally, the following noun compounds share the verbal head -vala (close):

-vala (close) + amehlo (eyes) > imvalamehlo (sun visor; eye protector)

-vala (close) + umlomo (mouth) > imvalamlomo (bribery)

-vala (close) + umphimbo (throat) > imvalamphimbo (epiglottis)

-vala (close) + isangwana (small gate) > imvalasangwana (gate guard; slow coach).
As English possesses few compounds headed by a verb, the last two groups have no
comparable equivalents.

2.4 Zulu possessor noun compounds

Dimmendaal (2000:170) points out that "many African languages have a special
construction expressing ’owner of” consisting of a possessor showing connections with a
wide array of forms, for example ’chief’, ’self’, *father’, "'mother’ plus the possessed item
(in either order) ..."

In some Bantu languages this specific type of compound noun expressing owner
of” incorporates a so-called "abbreviated noun," which in the case of Zulu is -so- or
-no-. Bosch and Prinsloo (2001:95) argue that these abbreviated nouns, derived from
words referring to *father’ and *mother’ respectively, have lost their status as fully fledged
lexical items and have developed into grammaticalized forms over time. Metaphorical
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usage and a subsequent process of desemanticization, led to the reanalysis of -so- and
-no- in Zulu, as grammatical units that are used productively to coin new words. In other
words, they no longer function as independent nouns, but are usually compounded with a
noun expressing a range of meanings relating to owner of an object or having special
skills/characteristics or even occupations, as illustrated in the following examples:

usomashibhini

u-so + (a)mashibhini

cl.pref.la-father + shebeen

’shebeen owner’

usomabhizinisi

u-so + (a)mabhizinisi

cl.pref.la-father + businesses

’businessman/woman,

owner of businesses’

unompempe

u-no + (i)mpempe

cl.pref.la-mother + whistle

(lit. owner of the whistle)

‘referee’

unozinti

u-no + (i)zinti

cl.pref.la-mother + sticks

(lit. owner of the sticks, i.e.

goal posts)

’goalkeeper’
Further examples are:

usokhemisi (> ikhemisi ‘chemist shop’)

’pharmacist’

usosayensi (> isayenisi ‘science’)

’scientist’

usonhlalakahle (> inhlalakahle ‘welfare’)

’social worker’

usolwazi (> ulwazi ‘knowledge’)

‘professor’

unobhala (<-bhala ’to write’)

’secretary’
A semantic continuum is postulated by Bosch and Prinsloo (2001:97) representing the
range of these abbreviated nouns from the original meanings ’father/mother of”, as one
extreme through ’owner of” or ’to have special skills/characteristics’ and ’occupation’ as
the other extreme.

The decision to list such abbreviated compound nouns in the lexicon would depend
on their semantic transparency.
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2.5 Ambiguity

In some cases, several semantic relations between the members are plausible, making the
compound genuinely ambiguous. For example, the English compound child murderer
could refer to either a child that has murdered or to the murderer of a child. Zulu by
contrast forms two different compounds: umbulali wezingane (murderer of children, with
’murderer’ as the head) and ingane ongumbulali (child (who is) murderer, where ’child’
is the head).

2.6 Appositional compounds

In compounds such as actor-director and teenage mother there is no semantic relation
among the constituents. Both members refer to different aspects of the referent. An
actor-director is both an actor and a director, and a teenage mother is both a teenager and
a mother. An interesting question concerns the order of the constituents: *mother teenager
and *director-actor are distinctly odd, indicating that the second member functions like
a semantic head. Note that compounds that are not appositional change their meanings
when the order of the members is reversed with a concomitant change of heads: pine
forest-forest pine, rose hedge-hedge rose, etc.

Zulu appositional compounds are formed as follows by means of a possessive
constructon: unesi wesilisa (nurse of male)

3 Noun compounds in NLP applications

The morphological and semantic analysis of noun compounds is important for Natural
Language Processing applications such as Information Retrieval and Machine Translation.
Before it can be assigned a meaning, the compound has to be recognized as such and
provided with the appropriate part-of-speech tag. This is relatively easy with a compound
consisting of two nouns, such as wing chair, and more difficult with compounds such as
chimney sweep, where one constituent (possibly the head) is not a noun. Two consecutive
nouns are good indicators of a compound, so long as the parser has ruled out certain
syntactic structures like reduced relative clauses (as in this is the law judges apply
regularly). Once a compound has been recognized, it can be looked up in the lexical
database. Assuming there is only one entry, the compound can be interpreted with
reasonable confidence.

If a compound has more than one possible dictionary entry, this simple procedure fails.
For example angel hair may refer to kind of pasta or to a substance claimed to emanate
from Unidentified Flying Objects. Moreover, it is possible that the reading associated
with the dictionary entry is in fact not the one intended in a particular context; a literal,
compositional reading (hair of an angel or angel-like hair) could well be intended. In these
cases, a semantic analysis of the context may be required to disambiguate the compound.

How can an automatic system interpret compound nouns that it doesn’t find in the
lexical database (or if it determines that the lexical entry is not the context-appropriate
one)? In those cases, the semantic relation between the compound members should be
determined that is expressible with phrases like X is performed on Y (baking potato) and
X is the location for Y (baking dish). Work by Kim and Baldwin (2008) and Kim, Mistica
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and Baldwin (2007) has recast the interpretation of noun compounds as a Semantic
Role labeling task; the Semantic Roles express the relations among the members of
different compounds as examined by, e.g., Levi (1978). Kim, Mistica and Baldwin took
advantage of the WordNet hypernym structure to identify concepts like PRODUCTS and
PRODUCER, which form a semantic subclass of noun compounds such as honey bee and
music clock. Performance on automatic noun compound interpretation currently hovers
near the 7 level, indicating that more work is needed to meet this challenge.

4 Conventionality and Frequency

Lexical resources often include arguably compositional compounds like lawnmower; rice
cooker, seatbelt and flyswatter. Although speakers not familiar with these compounds
can understand their meanings in terms of their functions (an artifact used to mow the
lawn/cook rice/swat flies; a belt used when in a seat), they are not able to form an idea
of their design and working. The nature of some artifacts is impossible to derive from
their verbal label, even when it is arguably compositional. Dictionaries frequently treat
such compounds on a par with semantically unanalyzable compounds, perhaps so as to
provide a descriptive definition of the nature of commonplace artifacts. Similar examples
are to be found in Zulu, e.g. isingamulacingo (pliers to cut wire), composed of the verb
-ngamula (cut) and the noun ucingo (wire).

5 Compounds in WordNets

A compound that is judged idiosyncratic needs to be listed in the WordNet of that language
and represented in the interlingual ontology. It need not be included in the WordNets of
other languages where it is compositional, and we expect this to be the case for many,
if not most, noun compounds. For example, English chimneysweep and chopstick have
regularly formed, fully compositional equivalents in German (Schornsteinfeger: chimney
+ sweeper; Essstaebchen: eat + sticks).

On the other hand, certain concepts may be encoded by idiosyncratic compounds
crosslingually— similarly to verb phrase idioms—as they have a colloquial, derogatory,
or euphemistic connotation. An example is cheapskate, which corresponds to German
Geizhals (lit., ’stinginess neck’).

6 Conclusion

We discussed types of noun compounds in English and Zulu. There are many
commonalities as well some compound-formation processes that are specific to Zulu. We
anticipate additional data from Czech that will provide a still broader perspective.

The integration of compounds into lexical resources, and WordNets in particular,
remains a challenge that needs to be considered in terms of the compounds’ syntactic
idiosyncracy and semantic compositionality.
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Although this article is not directly about Slavic Natural Language process (the title of
this book), it describes a small investigation into a technique that may aid in representing
the diversity that we find in every language. We ask what it would be like to have a full
trigram model of a language, like English or French, where a full model would mean that
given any new, unseen, test text it would be virtually certain that all the trigrams in the
text (i.e. all sequences of three words) have been seen before in training data.

The notion of a trigram model is the standard one in statistical text analysis (Jelinek
and Lafferty, 1991) since the limit of three represents a good compromise between a
useful model of language content and the likelihood of seeing those sequences repeated;
fourgrams would of course give a very accurate representation of context, but are less
likely to ever be seen again, whereas bigrams, and single words, are repeated frequently,
but not very useful at identifying context. A full trigram model would ;void the necessity
of techniques like "smoothing" (ibid.) to compensate for the fact that so many trigrams
are normally unseen in the data available. Until recently, it has seemed that the corpus
of a language that would have to be gathered and analyzed to produce that result would
be improbably large, larger than the world wide web, for example. The origins of such
language models go back, in recent research, to Brown et al.’s (1990) efforts twenty years
ago to perform machine translation using only a statistical model based on trigrams. They
were only partly successful but their efforts drew attention to the notion that language
consists of "rare events", and that language data always seem too sparse to build a full
or complete model of a language. We introduce the notion of a skip-gram and show
by experiment that this modification to tri-grams (roughly, by adding gaps in the tri-
grams) can give a much fuller model of a language with little loss. We speculate on how
close we are, computationally, to a full model and what that may mean for important
language-based processes, such as Berners-Lee’s concept of the future Semantic Web
(2002). In contrast with the World Wide Web, which consists of documents humans can
read but machines cannot, the Semantic Web would be a web that machines too could
understand. In this paper, we discuss this future vision and what role a full model of a
language might play in achieving it.

1 Introduction

The "empiricism of use" approach that has been standard in Natural Language Processing
(NLP) since the work of Jelinek (Jelinek and Lafferty, 1991) has effectively driven "good
old-fashioned Artificial Intelligence" style approaches based on symbolic logic to the
periphery of NLP. It will be remembered that Jelinek attempted to build a machine
translation system at IBM based entirely on machine learning from bilingual corpora, and
Dana Hlavackovd, Ale§ Hordk, Kldra Osolsobé, Pavel Rychly (Eds.): After Half a Century of Slavonic Natural Language Pro-
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with no access to linguistic constructs like grammars or lexicons. He was not ultimately
successful—in the sense that his results never beat those from the leading hand-crafted
system, SYSTRAN — but he changed the direction of the field of NLP as researchers tried
to reconstruct, by empirical methods, the linguistic objects on which NLP had traditionally
rested: the very same lexicons, grammars, etc. The barrier to further advances in NLP by
these methods seems to be the "data sparsity" problem to which Jelinek originally drew
attention, namely that language is "a system of rare events" so varied and complex, that a
complete model for a language seems impossibly difficult to derive. Many of the trigrams
(3 word sequences), for example, in any new, unseen, text corpus will never have been
seen before.

Nonetheless, corpus-based trends in language processing continue to rely on the
premise that language use should be modelled from training data and that sufficient data
can be gathered to depict typical (or atypical) language use accurately (Young and Chase,
1998; Church, 1998; Brown, 1990). Smoothing techniques are used to account for (assign
probabilities to) any data that has not been seen, yet researchers generally believe that
data sparsity is causing the less than perfect results in most applications. One might
argue that if smoothing were a completely satisfying method for the development of a
language model, then data sparsity would not be blamed for low accuracy figures, since
the probability estimates for unseen data would be very like those in a full language
model. It is clear, however, that language models that make use of smoothing are much
more accurate the more training data that is available and so the quest for better language
models is ongoing.

It may now be possible, using the whole web — and thus reducing data sparsity — to
produce much larger models of a language and to come far closer to the full language
model that will be needed for tasks like complete annotation and automatically generated
ontologies. A disciple of Wittgenstein (1953) will always want to look for "the use of
language rather than the meaning", and nowhere is more use available than the whole
web itself, even if it could not possibly be the usage of a single individual. Work will be
briefly described here that seeks to quantify this idea of sparseness, and suggests the use
of skip-grams as a means of reducing the sparseness of data. These results are as yet only
suggestive and not complete, but they do seem to offer a way forward.

2 Background

Given a process, we use the term statistical modeling to denote defining a probability
distribution that gives a reasonable explanation of the data generated by the process,
and which can be used to predict future outputs of that process. Statistical Language
modeling has often considered the "process" to be the selection of a three-word sequence
(a trigram). The model (often called the language model) is a probability distribution
on all three-word sequences, which represents the probability that a randomly selected
three-word sequence will be that trigram. Another example of a statistical model used
in language processing (but distinctly NOT called a "language model" in the statistical
MT literature) is the early Jelinek model for translation, where a probability p(wl, w2) is
assigned to pairs of words (one from the source and one from the target language), which
represented the probability that word w1 will be translated as w2).
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In Speech recognition, the language model is used to predict the most likely next
word given a history (what has been said before up to a given point). In practice, only the
last two three or four words said are taken into account to represent the history. When
using a trigram language model for example, the history is always a 2-word sequence,
and a probability distribution is defined for each trigram in the language. We have shown
(Allison et al 2006) that even after collecting all trigrams from 30 years worth of newswire
text, more than one third of all trigrams in a new text, will not have been seen. Speech
recognition systems typically have attempted to exploit the available data to the maximum
extent possible by smoothing over all unseen trigrams (making sure that no unseen
trigrams have a zero probability of occurrence by assigning a small probability to all
trigrams based on the bigrams and unigrams that compose them). Linguistic approaches
have likewise been explored to make the best use of training text available by defining and
manipulating data beyond the words in the text (part-of-speech tags, syntactic categories,
parse trees etc.). While these approaches can lessen the effects of data sparsity for many
tasks, they are a poor substitute for using larger corpora.

Kilgarriff and Grefenstette (2001) were among the first to point out that the web
itself can now be used as a language corpus in principle, even though that corpus is far
larger than any human could read in a lifetime as a basis for language learning. A rough
computation shows that it would take about 60,000 years of constant reading for a person
to read all the English documents on the WWW at the time of writing. But the issue here
is not building a psychological model of an individual and so this fact about size need
not deter us: Moore (2004) has noted that current speech learning methods would entail
that a baby could only learn to speak after a hundred years of exposure to data. But this
fact has been no drawback to the development of effective speech technology — in the
absence of anything better. A simple and striking demonstration of the value of treating
the whole web as a corpus has been shown in experiments by e.g. Grefenstette (2004)
who demonstrated that the most web-frequent translation of a word pair — from among
all possible translation equivalent word pairs in combination — is invariably also the
correct translation.

3 A Skipgram Approach

What follows is a very brief description of the kind of results coming from the REVEAL
project (Guthrie et al. 2006), which takes large corpora, such as a 1.5 billion word corpus
from the web, and asks how much of a test corpus is covered by the trigrams present in that
large training corpus. The project considers both regular trigrams and skipgrams: which
are trigrams allowing a discontinuity of words. For example, if we take the sentence:

"Chelsea celebrate Premiership success."
Then the two standard tri-grams in that sequence will be:

Chelsea celebrate Premiership
celebrate Premiership success

But the one-skip tri-grams will be:
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Chelsea celebrate success
Chelsea Premiership success

Which seem at least as informative, intuitively, as the original trigrams.

One part of the REVEAL project investigated automatic techniques to determine
anomalous phrases in text. For this problem, using a standard trigram language model is
not good enough. Our estimates show that, with large amounts of training data, we can
expect 30% of the trigrams to be unseen, but we do not expect 30% to be anomalous. We
would like to distinguish between normal 3 word phrases that have not been seen and
abnormal three word phrases (these may be a novel use of a word, they may be an unusual
word exploitation in the Hanks (2009) sense, or may be a case of textual obfuscation
(such as using one word to disguise another in a way that might be spotted by some
keyword approach (Jibari et. al 2008). To approach this problem we focused on coverage
experiments.

In an attempt to quantify just how far away we are from full language model, we
looked at coverage experiments rather than perplexity experiments. In other words, we
were interested in designing experiments to estimate the number of trigrams in a new
text that are unseen in the training corpus. We varied the corpus size and after training
computed the percentage of trigrams in the new text that are missed by the model (before
smoothing). We then sought to quantify the impact skip-gram modelling has on the
coverage of trigrams in real text and compare this to coverage obtained by increasing the
size of the corpus used to build a traditional language model.

The work of Kaplan (1950) on disambiguation experiments showed that subjects
could compare disambiguation results effectively when given 2 words on either side of
an ambiguous word. He showed that they did as well with this shorter context, as with
the whole sentence. Similar results were shown by Koutsoudas and Korfhage (1956),
for Russian, by Gougenheim and Michéa (1961) for French, and again by Choueka
and Lusignan (1985) for French. Inspired by this body of work, we limited the space
complexity of our work to trigrams which allow at most 4 skips in total.

3.1 Defining skip-grams
We define k-skip-n-grams for a sentence wj... w,,, to be the set
{wil7wi27 wm\ ZZJ — Z'j,1 < k}
j=1

Skip-grams reported for a certain skip distance k allow a total of k or less skips to
construct the n-gram. As such, "4-skip-n-gram" results include 4 skips, 3 skips, 2 skips, 1
skip, and O skips (typical n-grams formed from adjacent words).

Here is an actual sentence example showing 2-skip-bi-grams and tri-grams compared
to standard bi-grams and trigrams consisting of adjacent words for the sentence:

"Insurgents killed in ongoing fighting."

Bi-grams = {insurgents killed, killed in, in ongoing, ongoing fighting}.
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2-skip-bi-grams = {insurgents killed, insurgents in, insurgents ongoing, killed in, killed
ongoing, killed fighting, in ongoing, in fighting, ongoing fighting}

Tri-grams = {insurgents killed in, killed in ongoing, in ongoing fighting}.

2-skip-tri-grams = {insurgents killed in, insurgents killed ongoing, insurgents killed
fighting, insurgents in ongoing, insurgents in fighting, insurgents ongoing fighting, killed
in ongoing, killed in fighting, killed ongoing fighting, in ongoing fighting}.

One can see from this example that the number of trigrams increases when more skips
are allowed. A typical sentence of ten words, for example, will produce 8 trigrams, but
80 4-skip-tri-grams.

For an n word sentence, the number of trigrams with exactly & skips is given by:

(n-(k+2))(k+1), forn>k+3
and the number of k-skip trigrams (meaning k skips or less) is given by

Mﬁ (3n — 2k — 6), where n> k+2.

The equations above illustrate that many more tri-grams can be generated for large
sentences using skip-tri-grams. This is a lot of extra contextual information that could be
very beneficial provided that these skip-grams truly expand the representation of context.
If a large percentage of these extra tri-grams are meaningless and skew the context model
then the cost of producing and storing them could be prohibitive. Later in this paper we
attempt to test whether this is the case.

Techniques that make use of skipgram models have largely been confined to speech
processing and were initially applied to phonemes in human speech, but have since
been applied to words. Skipgrams have been used to build language models , often in
conjunction with other modelling techniques, for the goal of improving speech recognition
performance (Goodman, 2001; Rosenfeld, 1994; Ney et al., 1994; Siu and Ostendorf,
2000).

4 A Simple Initial Experiment

4.1 Training Data

We constructed a range of language models from each of two different corpora using
skipgrams of up to 4 skips for various corpus sizes taken from the collection below.

British National Corpus: The BNC is a 100 million word balanced corpus of British
English. It is contains written and spoken text from a variety of sources and covers many
domains.

English Gigaword: The Gigaword English Corpus is a large archive of text data acquired
by the Linguistic Data Consortium. The corpus consists of over 1.7 billion words of
English newswire from four distinct international sources.
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4.2 Testing data

We used several different genres for test data in order to compare skipgram coverage on
documents similar to and different from (i.e. anomalous with regard) to the training.

1. Eight Recent News Documents- From the Daily Telegraph.
2. Google Translations

Seven different Chinese newspaper articles of approximately 500 words each were chosen
and run through the Google automatic translation engine to produce English texts. Web
translation engines are know for their inaccuracy and ability to generating extremely
odd phrases that are often very different from text written by a native speaker. The
intention was to produce highly unusual texts, where meaning is approximately retained
but coherence can be minimal. A short sample follows:

BBC Chinese net news: CIA Bureau Chief Gauss told USA the senator, the
card you reaches still is attempting to avoid the American information authority,
implemented the attack to the American native place goal. Gauss said, the card
you will reach or if have the relation other terrorist organizations sooner or later
must use the biochemistry or the nuclear weapon attack USA, this possibly only
will be the time question. But he said, the card you reach only only are a holy
war organization more widespread threat on the one hand.

4.3 Method

Skipgram tests were conducted using various numbers of skips, but skips were never
allowed to cross sentence boundaries. Training and test corpora were all prepared
by removing all non-alphanumeric characters, converting all words to lowercase and
replacing all numbers with the <NUM> tag.

We quantified the increase in coverage attained when using skipgrams on both similar
and anomalous documents (with respect to the training corpus). To achieve this we
computed all possible skip-grams in the training corpus and measured how many adjacent
n-grams these covered in test documents. These coverage results were directly comparable
with normal n-gram coverage in an unseen text results because we still measured coverage
of standard adjacent bi-grams or tri-grams in the test documents and were only collecting
skip-grams from the training corpus.

4.4 Results

Our first experiment (Figure 1) illustrates the improvement in coverage achieved when
using skip-grams compared to standard bi-grams. We trained on the entire BNC
and measured the coverage of k-skip on 300 thousand words of newswire from the
Gigaword corpus. The BNC is made up of many different kinds of text other than news,
but nonetheless, coverage is still improved. However, in some sense, the results are
unsurprising, as there are many more bi-grams observed in training when allowing skips,
but it does show that enough of these are legal bi-grams that actually occurred in a test
document.
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Fig. 1. Coverage of k-skip bi-grams on 300,000 words of news wire

The next test (Figure 2) is the same as the previous, but using tri-grams instead of
bi-grams. From these results it seems that skip-grams are not improving tri-gram coverage
to a very acceptable level but, as the later results show, this seems to be due to the fact
that the BNC is not a specialized corpus of News text. Computing skip-grams on training
documents that differ from the domain of the test document seems to add very little to the
coverage. This is a promising result, in that it shows that generating random skipgrams
from any corpus does not aid in capturing context.

4.5 Skipgram usefulness

Documents about different topics, or from different domains, will have less adjacent
n-grams in common than documents from similar topics or domains. It is possible to use
this fact to pick documents that are similar to the training corpus based on the percentage
of n-grams they share with the training corpus. This is an important feature of n-gram
modelling and a good indication the context is being modelled accurately. If all documents,
even those on very different topics, had approximately the same percentage of n-grams in
common with the training data, then we would argue that it is not clear that any context
is really being modelled. The use of skip-grams to capture context is dependent upon
them increasing the coverage of n-grams in similar documents, while not increasing the
n-gram coverage in different (or anomalous) documents to the extent that tri-grams can
no longer be used to distinguish documents.



52 D. Guthrie, L. Guthrie, Y. Wilks

56%

5% > /Ai
59 - L

0% -

48% /f
46%

%

X

2%

40% . T T ‘
0 SKIP 1 SKIP 2 SKIP 3 SKIP 4 SKIP

Fig. 2. Coverage of k-skip tri grams on 300,000 words of news wire

We tested this by training on the BNC and testing against British newspaper extracts
and texts generated with Google’s Chinese to English translation engine (the genre is the
same, but the text is generated by an MT system).

The results (Table[T) not only illustrate the difference between machine translated text
and standard English, they also show that as skip distance increases coverage increases
for all documents, but it does not increase to the extent that one cannot distinguish the
Google translations from the News documents. These results demonstrate that skip-grams
are accurately modelling context, while not skewing the effects of tri-gram modelling. It
seems that most of the skip-grams produced are either useful or they are too random to
give false positives.

4.6 Skip-grams versus more training data

Normally, increasing the size of your training corpus is not an option due to lack of
resources. In this section we examine skip-grams as an alternative to increasing the size
of training data. The following experiments use different sized portions of the Gigaword
corpus as training data and a separate, randomly chosen, 300-thousand word blind section
of the Gigaword corpus for testing. We increase the amount of training and compare
the results to using skip-grams for coverage. The resulting percentages are very high for
trigram coverage, which is not surprising since both training and test documents come
from the same domain specific corpus.
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Table 1. k-skip tri-gram coverage on English news and machine translated Chinese news

Subject 0-skip |2-skip |[3-skip 4-skip
NEWS 1 47.70% |56.69% |58.66% 62.11%
NEWS 2 55.40% |63.97% |65.67% 66.82%
NEWS 3 56.40% (60.61% |62.29% 65.24%
NEWS 4 52.68% [59.52% |62.04% 66.27%
NEWS 5 58.23% |63.80% |66.60% 71.58%
NEWS 6 54.17% [61.00% |62.95% 65.97%
NEWS 7 54.57% |61.86% |65.81% 70.48%
NEWS 8 56.23% |63.49% |65.75% 71.95%
Average 54.42% 61.37 % |63.72% 67.55%
Translation 1 37.18% |45.56% |47.93% |50%
Translation 2 15.33% |23.64% |25.45% |22.61%
Translation 3 32.74% |40.22% |42.66% |45.28%
Translation 4 37.01% |33.07% |35.87% |38.05%
Translation 5 33.50% |38.09% [40.70% [42.24%
Translation 6 31.75% (39.20% |41.92% |42.71%
Translation 7 34.26% |38.54% (41.76% [42.52%
Average 31.68% |36.90 % |39.47 % |40 %

Table 2. Corpus size vs. skip-gram coverage on a 300,000 word news document

Size of Training|base tri-gram coverage|4 skip tri-gram coverage
10 M words 44.36% 53.76%
27.5 M words  (53.23% 62.59%
50 M words 60.16% 69.04%
100 M words  |65.31% 74.18%
200 M words  |69.37% 79.44%

Our experiments suggest that, surprisingly, skipgrams do not buy additional coverage
at the expense of producing nonsense. Recent work shows the use of skip-grams can
be more effective than increasing the corpus size. In the case of a 50 million-word
corpus, similar results (in terms of coverage of test texts) are achieved using skipgrams
as by quadrupling corpus size. This illustrates a possible use of skipgrams to expand
contextual information to get something closer to 100% coverage with a (skip) trigram
model, combining greater coverage with little degradation, and thus achieving something
much closer to Jelinek’s original goal for an empirical corpus linguistics.

The 1.5 billion word training corpus gives a 67%-+ coverage by such trigrams of
randomly chosen 1000 word test texts in English, which is to say 67% of the trigrams
found in any random 1000 passage of English were already found in the gigaword corpus.
But we obtained 74% coverage with 4skiptrigrams, which suggests, by extrapolation,
that it would need 75x10*10 words to give 100% trigram coverage (including skipgrams
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up to 4grams). Our corpus giving 74% coverage was 15x10*8 words, and Greffenstette
(2003) calculated there were over 10*11 words of English on the web in 2003 (I.e. about
12 times what Google indexed at that time), so the corpus needed for complete coverage
of training texts by trigrams would be about seven times the full English web in 2003,
which is somewhat closer to the size of today’s (2008) English web.

All this is, again, preliminary and tentative, but it suggests that empiricism of usage
may now be more accessible (with corpora closer to the whole web) than Jelinek thought
at the time (1990) of his major MT work at IBM.
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Fig. 3. Percentage of trigrams seen with training corpus size

Modern web corpora are so vast they cannot conceivably offer a model of how humans
process semantics, so a cognitive semantics based on such usage remains an open question.
However, one possible way forward would be to adapt skipgrams so as to make them able
(perhaps with the aid of a large-scale fast surface parser of the kind already applied to
large chunks of the WWW) to pick up Agent-Action-Object triples capturing proto-facts
in very large numbers. This is a old dream going back at least to (Wilks, 1972) where
they were seen as trivial Wittgensteinian "forms of fact", later revived by Greffenstette
(Kilgarriff and Grefenstette, 2001) as a "massive lexicon" and now available as inventories
of surface facts at ISI (Hovy, 2005). These objects will not be very different from standard
RDF triples—the standard Agent-Action-Object data structures used in the Semantic
Web (SW)(Bereners-Lee et al., 2002REF) and might offer a way to deriving massive
SW content on the cheap, even simpler than that now offered by machine learning-based
Information Extraction. If anything were possible along these lines, then NLP would
be able to provide the base semantics of the SW more effectively than it does now, by
making use of some very large portion of the WWW as its corpus. If one finds this
notion unattractive, one should demonstrate in its place some other plausible technique
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for deriving the massive underlying semantic (RDF) content the SW will require. Can
anyone seriously believe that can be done other than by NLP techniques of some type
like the one described above?
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Jak dal v anotacich textovych korpusu?

Jan Haji¢, Eva Hajicova a Petr Sgall
UFAL MFF UK v Praze

1. Od zacétku své odborné kariéry patii Karel Pala svym zpiisobem ke druhé generaci
Ceskych pocitatovych lingvistd: jednim z jeho uliteld (vedoucim diplomové prace a do
svého zbaven{ Skolitelské funkce z politickych divodi v r. 1969 i $kolitelem) byl Petr
Sgall, jak o tom svéd¢i napt. spolecny Clanek i s dal§imi kolegy (Sgall, Panevova, Pit'ha,
Pala 1961). Pak ndm na Cas zmizel z oci, ale brzy se stal naSim pojitkem s Masarykovou
univerzitou, nejprve na jeji Fakulté filozofické, a po zfizeni Fakulty informatiky na této
nové fakulté. V poslednich letech nés spojuje zajem o pocitacové korpusy, a to nejen
v oblasti softwarovych néstroji ¢i morfologické a syntaktické analyzy, ale i v dvahéach
o moznostech zachyceni drovni blizkych k reprezentaci logické sémantiky (viz Pala,
Materna a Zlatuska 1990).

Do této oblasti do jisté miry patii i Gvahy, které nastifiujeme v tomto piispévku.
Formulujeme je zde spis v podobé otdzek, které si sami klademe, ale které podle naseho
nazoru sméruji k dalSimu pokroku ve spolupraci teoretické, pocitacové a korpusové
lingvistiky, a tykaji se také vztahu ligvistiky a sousednich obord.

2. Anotacni scénaf Prazského zavislostniho korpusu (PZK; anotovany korpus je nyni
piistupny, viz Haji¢ a kol. 2006) vznikl na zdkladé promyslené koncepce ti{ tirovni anotace
morfématické, analytické (povrchové) a tektogramatické (hloubkové) opfené o funkéni
generativni popis (Sgall 1967). Charakteristickd a svym zpisobem prikopnickd je
koncepce tektogramatické syntaktické roviny (TR) jako mozného podkladu pro zachyceni
jazykového vyznamu. I na této drovni zlistava anotace na roviné syntaktickych vztaht
uvnitf véty (Mikulova a kol. 2005).

Prvni otdzka, kterou se zde chceme zabyvat, se tykd pfechodu k anotaci mezivétnych
vztahti: jde o droven ,,nadstavbovou*? Jinymi slovy, v intencich koncepce PZK: jde
o troven — jisté ne ve smyslu jazykové roviny — ,,nad* TR? Nebo o droven ,,vedle* ¢i
,,mimo*“? Roz¢lenéni jazykového popisu do rovin, jak s nim pracuje fukéni generativni
popis (ktery je podkladem pro systém anotace v PZK), pfedpoklada, Ze toto rozc¢lenéni
se tyka roz¢lenéni vztahu formy a funkce na vztah mezi jednotkami dvou sousednich
rovin. Kdybychom tedy chdpali droveni zachycujici mezivétné vztahy jako soucast takové
soustavy, méli bychom chdpat nadvétnou jednotku jako funkci jednotky tektogramatické
roviny, tedy véty. To je samozfejmé chapani zjednodusujici, které pro charakteristiku
nadvétného ttvaru nestaci. Na druhé strané€, pfi srovnavani moznych vztahi mezi vétami
a mezi klauzemi (uvnitf jedné véty, at’ jiz jde o spojeni parataktické nebo hypotaktické)
dochazime ke zjisténi, Ze nékteré z té€chto vztahi jsou velmi obdobné, viz zde bod 4. niZe.

3. S predchazejici otazkou (tykajici se v podstaté ,,dimenze* jednotek, tedy pohledu,
ktery se li$i od pohledu rozclenéni vztahu funkce a formy) souvisi i otdzka vztahu mezi TR
jako rovinou jazykového vyznamu a oblasti kognitivniho obsahu. Systematickému
pohledu na tento vztah je vénovano nékolik stati Sgallovych (srov. zejm. Sgall 1992;
1994; 2003; viz i knihu Hajicova, Partee a Sgall, 1998), jejichz zavéry zde mliZzeme jen
shrnout: Vychdzime ze stanoviska, Ze existuje velmi duilezity rozdil mezi jazykovym
vyznamem a ontologickym obsahem, odraZejici rozdil mezi jazykem jako systémem
Dana Hlavackovd, Ale§ Hordk, Kldra Osolsobé, Pavel Rychly (Eds.): After Half a Century of Slavonic Natural Language Pro-

cessing, pp. 5761} 2009.
(© Masaryk University 2009
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a oblast{ kognitivnich vztahd. Pojem ,,vyznam‘ lze chédpat pfi nejmensim v Sesti
interpretacich: (i) vyznam jako jazykova strukturace (,,jazykovy vyznam®, angl. literal
meaning), (ii) vyznam, ¢i 1épe feceno ,,smysl“ (angl. sense) jako jazykovy vyznam
obohaceny o specifikaci reference (odkazovani), tedy jako prechod od (podkladové)
jazykové struktury k sémanticko(-pragmatické) interpretaci prirozeného jazyka; (iii)
vyznam ve smyslu ,strukturovany vyznam®, tj. se specifikacemi jemnéj$imi, neZ jsou
propozice, vCetné rozliSen{ prenesenych vyznami slov a jejich skupin); (iv) vyznam jako
intenze (angl. intension); (v) vyznam jako extenze (angl. extension); (vi) vyznam jako
obsah (angl. content), tedy s pfihlédnutim ke kontextu obsahu promluvy. Tektogramaticka
rovina PZK odpovidé interpretaci (i); prvni kroky v dodateénych anotacich PZK
zachycujicich koreferencni vztahy (spadajici do oblasti koreference gramatické i textové),
srov. Nedoluzhko (2007), spadaji pod interpretaci (ii), alesponl v nékterych jejich
aspektech; jisté pokusy o uplatnéni nékterych zfetelti zahrnutych pod interpretaci (iv) lze
nalézt u Novaka (2004; 2008). Zatim jsme vSak nedospéli k néjakému systematickému
scénéfi posunujicimu PZK k podrobnému ¢lenéni oblasti kognitivniho obsahu.

4. Pokud budeme uvaZovat o PZK se zfetelem na jeho pokradovani ve sméru
k anotacni charakteristice diskurzu, jak jsme naznacili v otdzce prvni (odst. 2), nabizi se
srovnéni s prvnim koncepéné ucelenym systémem anotace diskurznich vztahu, jak je
postupné realizovan pro anglictinu v tzv. Penn Discourse Treebank vyzkumnym tymem
na Pennsylvdnské univerzité pod vedenim prof. Aravinda Joshiho (PDTB 2007). PDTB
vychazi z predpokladu, Ze zakladem zachyceni vztaht v diskurzu je konektor a jeho
argumenty (v ptvodni koncepci §lo vzdy o dva argumenty, nyni se od tohoto omezen{
upousti). Konektorem se rozumi{ v prototypickém piipadé spojovaci vyraz, ale mohou byt
i konektory v textu nevyjadrené, implicitni. Pfitom nemusi jit vZdy o zachyceni vztaht
mezi dvéma oddélenymi vétami v textu, ale i vztahy mezi klauzemi v souvéti, at’ uz jde
o vztahy parataktické nebo hypotaktické. Nabizi se tu tedy otdzka, do jaké miry tyto
vztahy uZ jsou reprezentovany na tektogramatické roviné PDT. Pokud jde o konektory
uvnitt souvéti (popf. i o predlozkové a prosté pddy nominalizacnich vyrazi), zachycuji se
bud’ jako vztahy zavislostni (v PZK se fidici sloveso zapusténé klauze chape jako zavislé
na fidicim slovesu nebo jiném c¢lenu klauze fidici) nebo vztahy klauzi v koordinaci. (Je
tfeba uvést, Ze tuto otdzku nabizeji s odkazem na PZK sami americti autofi, srov. Lee a kol.
2006). V PZK byl navic pro vztahy mezi vétami zaveden jako jeden z funktort (j. typt
zavislostniho vztahu) funktor PREC; je pfifazovan lexikdlnim uzltim, které syntakticky
patii do dané véty, ale nemaji vymezeny vyznamovy vztah uvniti této véty a odkazuji
k predchézejicimu kontextu (odtud nazev: PREC(eding)). V soucasné dobé se t€mto
otdzkam vénuji ve spolupréci s pennsylvanskymi kolegy mladi pracovnici naseho Ustavu
(Zikanova, pfipr.; Mladova 2008; Mladova a kol. 2009); bereme v tivahu jak moZnou
klasifikaci ¢eskych spojovacich vyraziu (konektord, ve smyslu PDTB) a podrobné&jsi
klasifikaci vztahd v PZK naznacenych funktorem PREC, tak i vztahy, pro které neni
v anotovanych vétach uzel ani hrana, tedy které jsou implicitni.

Zistava ovsem otdzka, nakolik zavislostni vztahy uvnitf véty (jde predevsim o vztahy
volnych doplnéni, tedy Casové, kauzdlni, atd.) maji stejny charakter jako vztahy mezi
veétami, popr. do jaké miry lze koordinacni vztahy mezi klauzemi v jedné vété chapat
stejné jako vztahy mezi oddélenymi vétami v textu. Tedy napf. nakolik je Casovy vztah
mezi fidici a zavislou predikaci ve vét€ KdyZ maminka prisla vecer domii, hned si
vzala zdstéru a zacala pripravovat vecleri. sémanticky odlisny od ¢asového vztahu mezi
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samostatnymi vétami Maminka prisla vecer domii. Vzala si hned zdstéru. Zacala . ..
Stejné lze uvazovat o paralele mezi koordinaci uvnitf véty (v souvéti) a mezi oddélenymi
vétami. Podobna otdzka vyvstava pii zpracovani dseku textu, uvnitf kterych se projevuje
tzv. parcelace (v lingvistické literatufe chdpana Casto jako osamostatiiovani vétnych ¢lent)
jako napft. v textovém segmentu Ten pes pordd Stekd. Kouse. A také Skrdbe. nebo Prisel
pozdé. Asi tak kolem sedmé. V souCasném anotacnim schématu PZK se takova elipticka
vyjadfeni chapou jako povrchové vypousténi uzld, které jsou na tektogramatické roviné
,rekonstruovany*, tj. doplnény do podkladového zavislostniho stromu s ptisluSnymi
vztahy k uzlim fidicim (jako v téchto pfipadech podmét i sloveso, a taky pfislovce pofidd,
aspoil v jednom vyznamu).

5. S témito dvahami koncepéniho charakteru souvisi i otazka technicka — jaky
formalni objekt pro zachyceni diskurznich vztahi zvolit. Zatim pracujeme s predpokladem
jakychsi ,,megastromti”, tedy s propojenim tektogramatickych stromt do vétsich celkt
(nas anotacni néstroj dovoluje aZ propojeni 30 stromtl pred a za zkoumanou vétou) nebo
vyhledové se strukturami ,,relaCnimi“. V kazdém piipadé vSak chceme reprezentaci
diskurzu budovat na zakladé tektogramatickych struktur, at’ jiz obohacenych, popf. uvnitt
déle roz¢lenénych ¢i propojenych. A také se domnivame, Ze jsou dobré divody pro
rozliSeni mezivétnych vztahtl od vztahti uvniti vét, tedy pro zachovéani — at’ jiz v jakékoliv
pristup je vyznamova relevance aktudlniho ¢lenéni véty, napf. vzhledem k dosahu
kvantifikdtord a negace. V dne$ni podobé PZK je aktudlni ¢lenéni véty anotovano
na zakladé specifického atributu TFA nabyvajiciho hodnot kontextové zapojeny uzel
kontrastivni, kontextove zapojeny uzel nekontrastivni a uzel kontextové nezapojeny. Na
zékladé prifazeni téchto hodnot je pak moZné rozlisit, ktera cast véty je jejim zdkladem
a kterd jejim ohniskem, a z toho pak vychazet i pfi stanoveni dosahu kvantifikdtoru a
negace.

6. A dalsi otdzka, nikoli technicka: potfebujeme stavét anotaci diskurzu na stromech
tektogramatické roviny nebo ke stanoveni diskurznich vztahl staci prosty text? Jak
naznaceno vyse v bodé 5, je tfeba vychdzet ze struktury véty a nikoli jen z jejiho textového
zapisu. Stejné tak potfebujeme stavét na zdkladé zachyceni vztahd zavislostnich, jinak
neni mozné klasifikovat vztahy zachycené funktorem PREC. Vyznamy slov (zdkladni
i pfenesené) a vztahy slov ve vétdch musime rozliSovat i kvuli zachyceni koreference
v textu.

7. Rada specifickych otdzek se nabizi, rozsifime-li okruh textového materidlu,
ktery ma vétSinou charakter monologu, na dialog. Odhlédneme-li (v této etape) od
problematiky spojené s automatickym rozpoznavanim mluvené feci (speech recognition),
jde predevs§im o dvé oblasti jazykovych jevi: eliptické vyjadfovani a s tim do jisté miry
souvisejici uréovani koreferen¢nich ¢i anaforickych vztahd. V dialogu dcastnici (zfejmé
pod vlivem bezprostfedniho osobniho kontaktu) Casto spoléhaji na to, Ze adresét(i) vi/vedi,
,,0 ¢em je fec™, a proto mohou mluvci celé vétné tseky vypustit. Pti rekonstrukcei vypovédi
je pak teba rozhodnout, do jaké miry je nutné vynechané ¢asti doplnit, a Casto také
neni ndvaznost jasni. Podobné problémy nastavaji pii sledovani koreferen¢nich vztah:
v mluvené feci (jejiz soulasti prototypicky dialog je) se sice Castéji uziva zajmenné
reference (Casto ukazovacimi nebo osobnimi zdjmeny), ale nékdy bez jednoznacnosti
a odkazuje se i na celé segmenty promluvy, a pfi pomérné Castém vypousténi je
i koreference méné snadno urcitelna.
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8. Uvedeny vycet otazek, které pred nami na cesté od véty k mezivétnym vztahim

a od jazykového vyznamu k mimojazykovému (popf. v metajazykovych textech i jazy-
kovému) obsahu stoji, zdaleka neni Uplny, fady dal$ich problémt jsme si védomi, ale
jisté je i mnoho takovych, které vyvstanou az v pribéhu vlastni anotace. To je ovSem
jedna z dilezitych motivaci, pro¢ se anotovanim korpusti monolingvélnich i paralelnich
multilingvélnich dlouhodobé zabyvame: upozorni nas na jazykové jevy, jejichZ popis
se Casto v gramatikdch ani v dosavadni lingvistické literatufe nenajde. Jejich zvladnuti
je vsak potfeba jak k doplnéni teoretickych i empirickych zjisténi o jazyce, tak i pro
budovani pokrodilejsich aplikaci pocitaového porozuméni pfirozenému jazyku.
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The Linguistic Double Helix: Norms and Exploitations

Patrick Hanks

Institute of Formal and Applied Linguistics, Charles University in Prague

1 Linguistic rules and linguistic data

In this paper I propose an approach to analysing the lexicon of a language that is driven
by new kinds of evidence that have become available in the past two decades, primarily
corpus data. In the course of developing this approach, much of which was undertaken in
2005-8 at the Faculty of Informatics, Masaryk University, Brno, it has been necessary to
develop a new, lexically driven theory of language. This was inevitable because received
linguistic theories proved inadequate: they were not up to the job of explaining observable
facts about the way words are used to create meanings. In particular, patterns of linguistic
behaviour are observable in corpus data that cannot be directly accounted for by standard
linguistic rules, of the kind that govern compositionality.

There has been much confusion, misunderstanding, and even outright hostility about
the relation between data and theory in linguistics, so it is necessary to be precise here.
Corpus linguists object to invented examples; theoretical linguists question whether
corpus data can reveal facts about language as system. I shall not delve into the theoretical
linguists’ objections, as these have been dealt with more than adequately elsewhere. A
balanced summary can be found in Fillmore (1992). Instead, I will comment on the
corpus linguists’ objection. Except among a few extremists, this objection is not to the
use of intuitions to interpret data, for how else could data be interpreted, other than by
consulting intuitions? The objection is to the invention of data. As long ago as 1984, in a
paper delivered at a conference on Meaning and Translation in £.6dZ, Poland (a paper that
was eventually published as Hanks 1990), I argued that intuitions are a very poor source
of evidence, because introspection tends to focus on less common uses, while the really
common uses (e.g. the use of fake with expressions of time, as in It won't take long and It
took three years to build) are buried too deep in the subconscious of native speakers to be
readily available for recall.

The argument to be developed here is that the so-called "mainstream" in linguistic
theory in the late 20th century was out of focus, due to three factors:

1. the goal of explaining all possible well-formed utterances within a single monolithic
rule system;

2. the speculative invention of evidence;

3. neglect of the lexicon and the ways in which people actually use words to make
meanings.

Put together, these factors resulted in half a century of concentration on syntactic
well-formedness, supported by intuitive judgements about the acceptability of invented
sentences. Inventing evidence is a hard habit to break. It is insidious. It starts reasonably
enough. If a language teacher wants to explain the importance of word order and
Dana Hlavackovd, Ale§ Hordk, Kldra Osolsobé, Pavel Rychly (Eds.): After Half a Century of Slavonic Natural Language Pro-
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prepositional phrases in English, what could be more innocent than making up an ordinary,
everyday sentence such as John asked Mary for a pen? But when applied to speculation
about the boundaries of possible usage, the practice of making up evidence has led to
the invention of implausible and even misleading examples such as The box was in the
pen; The horse raced past the barn fell; and The gardener watered the flowers flat (all
invented by linguists speculating about possibilities rather than analysing data, and all
demonstrably implausible in one way or another).

There are, of course, exceptions to this rather sweeping indictment of late 20th-
century linguistic theory, notably the hard-nosed insistence of corpus linguists such as
John Sinclair on the importance of collecting texts into corpora for use as evidence and
the use of computational tools to analyse collocations and other phenomena statistically.
This insistence has led inevitably to a demand for a bottom-up system of lexical rules that
is both powerful and flexible.

An old-fashioned view of rules is that a rule is not a rule if it is flexible. But the
observable facts of everyday language in texts, in corpora, and on the Internet compel us
to the uncomfortable conclusion that linguistic rules are both immensely powerful and
immensely flexible. Much of both the power and the flexibility of natural language is
derived from the interaction between two systems of rules for using words: a primary
system that governs normal, conventional usage and a secondary system that governs the
exploitation of normal usage. Both these systems of rules are primarily lexical—i.e. rules
for using words, rather than rules for constructing sentences. Of course syntactic rules
have a role to play: there is interaction between lexis and syntax, but syntax must take
second place. Why?

One reason for putting syntax in second place is presented by Wray (2002), who
argues that much ordinary communication consists of familiar, conventional phrases and
sentences and that, when uttering and understanding these, speakers and writers do not
normally analyse them syntactically. Instead, they utter and understand the phrases (and
even sentences) as a whole—ready-made, as it were. Wray shows that such ready-made
phrases are far more common and widespread than was previously believed, and that,
although they are formulaic, they are not "fixed". Operating on a "slot-and-filler" basis
(replacing one word or phrase in a formula with another), language users can and do
vary their stock of formulas to meet different requirements without necessarily building
up utterances from first principles. People resort to syntactic analysis occasionally, but,
according to Wray, on the basis of "needs-only analysis". When we want to say something
entirely new, or when we hear or read a puzzling or complex sentence, we have the ability
to analyse it syntactically. But the fact that we can do this does not entail that we do do it
on all occasions. Life is too short and conversation is too quick and (mostly) too trivial to
merit or need fundamental syntactic analysis, except in unusual circumstances.

There are other reasons, too, for putting syntax in second place in the analysis of
meaningful language. Let us start with a simplified account of syntactic rules. The power
of syntactic systems is undeniable, whether they depend on word order (as in English and
French) or on inflection (as in Latin and Czech), or on some combination of the two (as in
German). Simple rules can often be more powerful than complicated ones. An extremely
simple classification of most of the words of many if not all languages is that some of
them are nouns and others are verbs. One hugely powerful rule for making meanings is
the SVO rule (subject — verb — object): you can take any two nouns, join them to a verb,
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and (if you have a lot of nouns and several verbs) make a very large number of sentences
in which the verb expresses a relationship between the two nouns. This is a very simple,
very powerful rule. The conventional order may be SOV in some languages, or VSO
or VOS, and under suitable conditions the order can be varied for rhetorical and other
effects. In highly inflected languages such as Czech and Latin, inflections rather than
word order determine clause roles of nouns in relation to a verb. That does not matter,
as long as a language has some way or other of distinguishing subject from object. The
crucial point here is the classification of words into parts of speech—verbs and nouns.
Several of the possible sentences that result from the simple rule just mentioned — SVO
— are actualized and used for some communicative purpose or other. Others remain no
more than theoretical possibilities.

Complications begin to set in for this primitive account of linguistic rules when we
observe that, for a sentence to be well formed, function words and/or inflections are
needed. In English, in particular, nouns in most circumstances need a determiner, so the
clause roles S and O are realized, not just by a noun but by a noun phrase (consisting
basically of a noun plus a determiner, possibly with some other words such as adjectives,
or even an embedded dependent clause, thrown in). Another complication is that a well-
formed sentence does not always need two noun phrases—one noun phrase is sufficient
with intransitive verbs. The complexities become exponentially greater as other parts
of speech—in particular prepositions and adjectives—are added, each bringing with it
its own set of rules. Nevertheless, all of these complexities can be expressed in a single
monolithic rule system, even though such a system necessarily consists of a rather large
number of rules. Most traditional grammars (including transformational and generative
grammars) are monolithic rule systems of this kind.

However, a monolithic rule system such as the one just outlined, no matter how
complex it may be, does not have the slightest chance of coming anywhere close to
descriptive adequacy, i.e. of describing the realities of actual human linguistic behaviour.
Great theorists of the past have attempted to deal with this mismatch by idealizing the
language system (langue, competence) and distinguishing it from the everyday reality
(parole, performance). But these idealizations simply won’t do. The exceptions to the
rules are so numerous, and so obviously well motivated, that they cannot possibly be
dismissed as mere ‘performance errors’. Something else is going on.

J. R. Firth rejected Saussure’s parole/langue distinction (as he would no doubt have
dismissed the competence/performance distinction had he lived long enough to encounter
it). Instead, he insisted on the close observation of actual linguistic behaviour. It is ironic,
therefore, that close inspection of the textual traces of actual linguistic behaviour, looking
at words in context within a neo-Firthian framework, compels us to the conclusion that
the only satisfactory way of accounting for the observed facts is once again to postulate a
duality. In this case, the duality is not between an idealized system and everyday reality,
but rather between two interactive systems of rules governing linguistic behaviour: rules
for norms and rules for exploitations. Without such a theory, perfectly well-formed,
meaningful sentences such as ‘I hazarded various Stuartesque destinations’, ‘Her eyelids
yawn’, ‘Always vacuum your moose from the snout up’, and ‘Never invite two China
trips to the same dinner party’ — all attested in real dat— would either be inexplicable or

! These examples are discussed in more detail in Hanks (Forthcoming).
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would require selectional restrictions set so wide that no meaningful study of collocations
would be possible and therefore the investigation of meaning in language would be unable
to proceed. The only reasonable conclusion is that "selectional restrictions" are not really
restrictions at all, but rather preferences, and that preferences are rule-governed, but
governed by a different set of rules from the rules that govern normal utterances. These
rules yield probabilities, not determinations.

I am not the only person in recent years to have observed that collocations are
preferences rather than restrictions. From a bottom-up perspective, it seems obvious. Only
top-down theorists think in terms of restrictions. Equally obvious is the fact that people
exploit normal usage for rhetorical and other effects. This fact has been observed in a
great variety of realizations and discussed by various writers on language and meaning
over the past two thousand years, dating back at least to the Roman teacher of rhetoric
Quintilian (1st century AD), if not to Aristotle. What is new here is the theoretical status
given to exploitations, releasing the theory and rules of well-formed normal usage from
the need to account in the same breath for equally well-formed but abnormal usage. Also
new—though obvious when you come to think about it—is the finding that the distinction
between norm and exploitation is a matter of degree (some utterances are more normal
than others). The methodology for determining the extent to which any given utterance
is normal depends on statistical measurement of corpus or textual evidence. Two very
common secondary rules—ellipsis and semantically anomalous arguments—may be
counted as exploitations, although they are not found among the tropes and figures of
speech discussed by classical rhetoricians: they are too mundane to count as rhetorical
devices.

2 Genesis and summary of the theory

The theory of norms and exploitations (TNE) had its genesis in a marriage between
lexicography and corpus linguistics. It is a bottom-up theory, created in response to the
general question, how can we account for the ways in which people use words to make
meanings? How can we account for the intuition shared by most empirical language
analysts—strongly reinforced by observation of corpus data—that there are patterns and
regularities lurking just below the surface of everyday usage? How does language really
work, at the lexical, semantic, and pragmatic level? What are the general principles that
govern word use, and what generalizations can be made about the relationship between
word use and word meanings?

TNE proposes that, in natural languages, a set of rules governing the normal,
conventional use of words is intertwined with a second-order set of rules governing
the ways in which those norms are exploited. As its name suggest, TNE is a theory
with two main components, but unlike many other theories, its two components are not
sharply distinguished. Rather, they are poles at opposite ends of a cline. Some norms are
more normal than others; some exploitations are more outrageous than others. And in
the middle are alternations: lexical alternations, where one word can be substituted for
another without change of meaning (for example, the idiom grasping at straws alternates
with clutching at straws); syntactic alternations, of the kind described by Levin (1993);
and semantic-type alternations, which are a device for selecting a different focus when
describing what is basically the same event type (you can talk about calming someone or
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alternatively, with a slightly different focus, about calming someone’s anxiety; you can
talk about repairing a car or you can focus on the presupposition and talk about repairing
the damage).

First and foremost, TNE is a theory of prototypes and preferences, based on extensive
analysis of actual traces of linguistic behaviour — what people say and what they may be
supposed to mean — as recorded in large corpora. Analysing corpus data is an exercise in
syntagmatics. The lexical analyst looks at large quantities of text data in various ways,
using a variety of corpus-analytic tools such as a KWIC index (a concordance) and the
statistical analyses of the Sketch Engine, and immediately perceives that there are patterns
in the way the words are used. More thorough analysis reveals further patterns, hidden
below the surface. The whole language is riddled with interconnecting patterns. But as
analysis of corpus data proceeds, something very alarming happens: the patterns in a
concordance which seemed so obvious and which caught the eye at first glance begin to
seem more and more difficult to formalize, as more and more unusual cases are noticed.
More and more exceptions show up as the data accumulates.

Different patterns are found at different levels of delicacy: discovering that what
people hazard is usually a guess is a very coarse-grained discovery, easily made given
a handful of corpus lines from a general corpus of English. At the other extreme, the
discovery that firing a smile at someone is also part of a pattern (a conventional metaphor
that extends also to clauses such as She fired a shy glance at him) is a more fine-grained,
delicate discovery. At this level of delicacy, it is hard to know where to draw a line between
normal and abnormal usage. More thorough examination of data leads to the conclusion
that, usually, there is no line to be drawn—only a broader or narrower grey area. Likewise,
it is sometimes hard to know where to draw a dividing line between any two patterns of
normal usage. Nevertheless, it is usually easy to identify a few prototypical examples,
around which other uses may be grouped. It seems from this that a new, prototype-based
approach to linguistic formalisms needs to be developed.

When a word is associated with more than one pattern of normal use, it is usually but
not always the case that different patterns activate different meanings. Hazarding a guess
(= stating a proposition without confidence that it is true) activates a different meaning
from hazarding one’s life or hazarding one’s money at the roulette table (= putting one’s
money or life at risk in the hope of some good outcome).

On the other hand, firing a gun and firing at a target have different patterns (syntactic
structures) but activate the same basic meaning. The relationship between patterns and
meanings is strong, but not straightforward. It takes many forms.

The other major component of TNE arises out of the observation that some uses of
words are highly abnormal or unusual and do not fit into a pattern very well at all, and yet
there is no reason to believe that they are mistakes. In fact, rather the reverse. Unusual
expressions like vacuuming a moose (from the snout up) and urging one’s car through a
forest are communicatively effective and memorable precisely because they are unusual
and stretch the boundaries of normal, patterned usage.

The principle governing pattern analysis in TNE is collocation: grouping collocates
together. Different groups of word (lexical sets) have a preference for the company of
certain other lexical sets, large or small. The lexical sets so grouped can in turn be mapped,
as colligations, onto syntactic structures. Indeed, they must be so mapped in order to
enable speakers to utter meaningful sentence at all—though not through any conscious
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effort on the part of the speaker. The groupings are integral to the system that each
speaker has internalized since birth (see Hoey 2005). Thus, meaning is dependent on
lexical sets grouped as colligations, both according to their normal contexts and permitting
exploitations of normal contexts.

The patterns associated with each word (strictly speaking, each content word)
are complex because they do not merely relate to one another syntagmatically and
paradigmatically; they also serve as representations of non-lexical cognitive entities,
for example of beliefs about the world, of a speaker’s subjective emotions, of stored
recollections of reactions to past events, sensations, hopes, fears, expectations, and so
on. At the same time, this complex mass of private attitudes and beliefs in an individual
speaker’s brain has to interact somehow with similar but not identical complex masses
of private attitudes and beliefs in the brains of other users of the same language, for the
whole purpose of language is communication—interaction with others—not merely the
expression of private beliefs and sensations. Each content word in a language is like
a huge railway station, with trains departing to and arriving from other words, other
cognitive elements, and other speakers. We humans are not merely cognitive beings
but also social creatures, and language is the instrument of our sociability. For this
reason, the conventional patterns and uses of each content word in a language constitute
a more or less complex linguistic gestalt. The gestalt for normal uses of the English
verb sentence is very simple and straightforward, boiling down to one single pattern —
a judge sentences a convicted criminal to a punishment. The gestalt for a verb such as
scratch or throw is extremely complex, with a wide variety of syntagmatics, meanings,
and pragmatic implicatures, which would take many pages to explain. The astonishing
fact is that, somehow or other, all native speakers (including people with otherwise limited
educational attainment) manage to internalize at least a substantial part of this gestalt for
almost all common, everyday words, as well as many less common ones, depending on
their particular interests and life circumstances.

The whole picture is further complicated by the necessary introduction of a diachronic
perspective. Whether we know it or not, the language we use today is dependent on and
shaped by the language of past generations. Most exploitations of norms are lost as soon
as uttered, but every now and again one of them catches on and becomes established as a
new secondary norm in its own right.

3 Theory and application

What applications can be envisioned for TNE? It is for others to judge how useful the
theory is and how or whether they want to make use of it. Here I shall mention just
three areas in which I believe that it has some relevance: natural language processing by
computer, language teaching, and linguistic theory.

To take the first two of these, we may note that there are, broadly speaking, two main
aspects to the practical application of any linguistic theory: productive applications and
receptive applications. Productive applications use a theory to understand the creation
of linguistic events, and even to create them: for example, to help language learners
or computers to generate well-formed and relevant utterances. Receptive applications
are designed to facilitate understanding: the computer or the human must understand
what is being said in order to respond appropriately. (Appropriate responses include
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learning—the assimilation or rejection of new information and the formation of new
beliefs.) In both cases (production and reception), there is an underlying assumption that
a linguistic theory serves as a basis for creating an inventory of linguistic items. The
particular inventory predicted by TNE is an inventory of patterns associated with each
content word in the language.

TNE can be seen as a tool for creating tools, for lexicographic resources themselves are
tools for use in applications such as language learning by people, language understanding
by people and machines, and language processing by computer. But of course the theory
is a theory of language, not of tool building, so if it has any value, that value must be
applicable directly in activities such as natural language processing by computer, language
teaching, and literary studies (what Jakobson called ‘poetics’). In all of these fields, it
seems likely that a theory that focuses on normal language use, that has a special role
for creativity, that refuses to be distracted by speculation about remote possibilities, and
that insists on close empirical analysis of data has potential applications that will yield
rich dividends. In addition to the applications just mentioned, the theory probably has
something to contribute to cognitive science and our understanding of the way the human
mind works, but that is not its main focus.

There are many areas in which the relevance of TNE could be discussed—for example
grammar and grammatical theory, literary stylistics, cognitive linguistics, translation
studies, and many others. In this section, I shall confine myself to sketching out a
few comments in three major areas of potential application: computational linguistics,
language teaching, and lexicography.

3.1 The Semantic Web, NLP, and Al

One motive for exploring new approaches to lexical analysis and develop a lexically
based theory of language with a focus on normal usage is the current buzz of excitement
surrounding the infinite possibilities of the so-called Semantic Web. The dream of the
Semantic Web (see Berners-Lee et al. 2001) is to "enable computers to manipulate data
meaningfully". Up till now (2009) work on realizing the dream has done little more than
propose the construction of ontologies (see Chapter 1 above, section 1.8) and the addition
of tags to documents and elements of documents, to structure them and improve their
machine-tractability, without engaging with their semantic contents. It is a fair prediction
that, sooner or later, if it is going to fulfil the dream of enabling computers to "manipulate
data meaningfully”, the Semantic Web will have to engage with natural language in
all its messy imprecision. The stated aim of manipulating data meaningfully could, of
course, be taken in any of a number of ways, depending on what counts as data. Current
assumptions in the SW industry are that "data" means tagged data, and "manipulating data
meaningfully" means little more than matching patterns and processing tags. However,
Berners-Lee et al. (2001) also said:

Web technology must not discriminate between the scribbled draft and the
polished performance.

This would seem to be a clear indication that the original vision, though vague, included
being able to process the meaning and implicatures of free text. But how is this to be
done?
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The protagonists of the Semantic Web drama, who are nothing if not canny, have
avoided getting embroiled in the messy imprecision that underlies the ordinary—and
sometimes precise—use of words in ordinary language. The Semantic Web’s RDF
(Resource Description Framework) confines itself to using and processing HTML tags and
strictly defined technical terms. Insofar as ordinary words are assigned strict definitions
for computational processing, scientific research, rules of games, and other purposes, they
acquire the status of technical terms and are no longer part of ordinary language. Technical
terms are essential for many logical, technological, and computational applications, unless
they are stipulatively defined, they cannot be used to say new and unusual things or to
grapple with phenomena that have previously lain outside the scope of the imagination
of the definer, which is one of the most important things that can be done with ordinary
language. The notion that the words of human language could all be rigorously defined
was a dream that tantalized great thinkers of the European Enlightenment, in particular
Wilkins and Leibniz. Their disgust with the fuzziness of word meaning was shared by
philosophers up to Russell, and was indeed a factor in the latter’s breach with Wittgenstein,
who invited us to "look and see" what is actually going on when people use words to make
meanings. But the vagueness and indeterminacy that Wilkins, Leibniz, and Russell (among
others) considered to be faults in natural language may now be seen as essential design
features. Sooner or later, the Semantic Web must engage with this design feature, the
imprecision of natural language, if it is to fulfil its own dream. The theoretical approach
to the lexicon outlined in TNE lays part of the foundation for such an engagement.
This dream cannot be fulfilled without an inventory of the content words of a language,
describing their normal patterns of usage and implicatures of each pattern, together with
sets of rules that govern exploitations and alternations and procedures for matching usage
in free text preferentially onto the patterns. This is a remote dream at the time of writing,
but it does not seem unachievable in principle.

If this dream is to be fulfilled, it seems important to proceed methodically, step by step
(in the right direction, of course) and to abandon—or at least suspend for the time being—
the yearning for instant solution by a magic bullet that is so typical of computational
linguists.

Semantic Web research is not the only computational application that stands to benefit
from a long, hard look at how the lexicon actually works. In recent years, ‘knowledge-
poor’ statistical methods in computational linguistics have achieved remarkably—some
would say astonishingly—good results, at a coarse-grained level, in applications such as
machine translation, message understanding, information retrieval, and idiomatic text
generation. At the same time, refined methods based on syntactic and valency theory
have yielded largely disappointing results. The same is true of methods based on using
machine-readable versions of dictionaries that were designed for human beings. However,
statistical methods, in principle, have a ceiling, while deterministic methods point to
the need for a reappraisal of the relationship between lexis and syntax. TNE points a
possible way forward, toward an integration of statistical and deterministic methods.
Some procedures in computational linguistics and artificial intelligence— ‘knowledge-
rich” approaches—still lean heavily on linguistic theories that are not empirically well-
founded and lexical resources that are based more on speculation and intuition than
analysis. Whether it acknowledges it or not, the computational linguistics community
will continue to encounter fundamental difficulties, at least insofar as the serious analysis
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Table 1. predictability of meaning based on Latinate morphemes.

A B C

In- |-script-|-ion
Pre- |-vent- |-ive
De- |-vict- |-ible
Con-|-duc-
Pro-

of meaning is concerned, until it starts to build and use lexical resources that are based on
empirical analysis of actual use of language. Any strategy other than bypassing meaning
entirely (which is what statistical methods do) will need a theoretical approach of the
kind outlined by TNE.

Consider predictions of meaning in English and French words based on Latin
morphology, as in Table|l} Most Romance languages contain sets of words that consist of
one item taken from column A and one from column B and one from column C. However,
the system is not totally productive or predictable. There can be gaps here and there,
e.g. there is no word *deviction, although, if someone chose to invent such a word, its
meaning should be to some extent predictable on the basis of this table. Moreover, the
meaning of lexical items can be non-compositional. There is nothing in Latin morphology
to explain why prescription has something to do with doctors and drugs in English, rather
than writing something in advance. And this non-compositional meaning of collocated
morphemes may or may not carry over to some other Romance language.

Much the same applies to rules and phraseology. A rather trivial but telling anecdote
seems relevant. Some years ago I was involved with a software company doing, among
other things, information retrieval. When asked to retrieve information about "nursing
mothers", the search engine retrieved vast quantities of information about care homes
for the elderly This was, of course, wrong. Dictionaries do not say so, but in English
the specific meaning of the collocation nursing mother is non-compositional. It means a
mother who has recently had a baby and is in the phase of feeding it with milk from her
breasts (rather than from a bottle). This expression yields 19 hits in BNC. Technically,
syntactic analysis suggests that it could mean something else. In actuality, it does not.

A lexical resource built on the principles of TNE would show the specific normal
meaning, ‘mother who is breast-feeding’, of this collocation and would treat it as a single
lexical item, contrasting it with the normal, compositional meanings of the verb nurse.
This verb normally means ‘tend (a sick or injured person)’. It also means ‘harbour (bad
feelings): nurse a grievance, nurse a grudge’. The sense ‘feed (a baby) at the breast’ is in
almost all current dictionaries, but in actual usage this is not really compositional, for it is
vanishingly rare (only 3 hits in BNC). What’s more, although child is a close synonym
of baby, the expression nursing a child is not used as a synonym for breast-feeding. If a
mother is nursing her child, the child is sick or injured. This is not a matter of certainty

2 It should be pointed out that this particular search engine application was aiming to "break the
tyranny of text matching" (in the words of Greg Notess).
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based on syntactic analysis (which gets it wrong); it is a matter of statistical probability
based on collocational analysis.

Now multiply this anecdote by some number in the hundreds of thousands, and you
will have some idea of the number of semantic traps that lurk in waiting for computational
linguists. Clever algorithms solve many problems, but in matters of the relationship
between word use and word meaning, clever algorithms create more problems than they
solve.

3.2 Language learning, language teaching, and the lexicon

In broad brushstrokes, the next most important area of applied linguistics in terms of
money spent and number of people affected, after applications in computational linguistics
and artificial intelligence, is language learning. Literally hundreds of millions of people at
any given time are currently learning one or more foreign languages. Language teaching
is big business, world wide. Some learners are very proficient and seem to be able to
pick up other languages with apparent ease, regardless of the teaching methods are used.
Others struggle mightily. But even the proficient ones welcome well-organized help,
while badly organized help can add to the struggles of the less proficient. Moreover, it
seems that different learning strategies suit certain individual learners better than others.
A few gifted individuals respond well to an emphasis on formal grammar, which used
to be fashionable; others respond better to an emphasis on analogy and ‘communicative
competence’. Even apparently irrelevant factors such as the student’s personal goals
(short-term and long-term), the personality of the teacher, the commercial strength of
different language communities, the vibrancy of different cultures, and even the beauty of
the countryside, can play a part in motivating learners. TNE cannot, of course, help with
any of the motivating factors just mentioned, but it does have a contribution to make in
helping teachers, syllabus designers, course-book writers, lexicographers, and learners
themselves to get the lexicon in perspective, make an organized selection, and to give a
high priority in their teaching and learning to the most normal patterns of usage associated
with particular words. In other words, it can help with a focus on lexical relevance.

This idea is not new, of course. It is what A. S. Hornby and his colleagues
(Gatenby and Wakefield) tried to do in their Idiomatic and Syntactic Dictionary (ISED;
1942)—a remarkable work, subsequently re-published as the Oxford Advanced Learners’
Dictionary and greatly inflated in its second and subsequent editions. For a fuller
discussion, see Hanks (2008).

Language teachers have a problem with the lexicon. There is simply too much
of it. Learning phonology and syntax in a classroom environment can yield valuable
generalizations for learners comparatively rapidly, applicable to vast swathes of language.
But as far as the lexicon is concerned, what can be taught? It is harder to make a case for
"getting the words in" (Bolinger 1971) than for teaching syntax. Isn’t the lexicon just a
vast list of "basic irregularities”, with no predictability, "an appendix of the grammar", as
Bloomfield (1933) famously remarked? If so, getting the words in can, indeed must, be
left to happenstance.

Even if we agree with Bolinger that the words must be ‘got in’, it remains to be
decided precisely what should be got in. Any language learner is faced with the daunting
task of learning how to use many thousands of words in a language in order to be able to
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make meanings and even more if they are to understand what is said. As this book has
shown, many words constitute daunting challenges of complexity in themselves.

Against this is the obvious necessity to learn at least some of the meaning potential
and usage patterns of at least some words in order to be able to use a language at all.
Slightly less obvious is the impossibility, even at a theoretical level, of learning all the
words of a language. Selectivity is essential. Even less obvious, at first glance, is the
impossibility of learning all possible uses of a given word. To those who use them,
words seem so simple, so obvious. Surely they must be constrained by clear-cut finite
boundaries of meaning and usage? But the awful fact is that such boundaries are not
clearly defined. They are fuzzy and complex, and the full power of a word as a linguistic
gestalt is sometimes of awesome complexity. These, in reality, are among the problems
facing the unfortunate learners of a language. They not only have the immense problem of
productive usage—generating idiomatically well-formed utterances in a language whose
conventions are different—often subtly different, full of traps—from those of their native
language; they also have to prepare themselves for receptive usage. And on the receptive
side, learners never know quite what will be thrown at them. Who knows what a native
speaker is going to say next? The argument of TNE is that this latter point is true, but
nevertheless it is possible to predict probabilities, set up defaults, and focus attention on
interpreting normal phraseology.

It has become fashionable in some places to provide learners with corpus-access tools
such as WordSmith or the Sketch Engine and let them loose on a large corpus without
further ado. The motivation for this practice is highly commendable: bringing learners
face to face with the realities of actual usage and engaging them collaboratively in the
process of learning how words are used and in solving their language problems. In every
classroom I have ever visited where this is done (even—or perhaps, especially—if done
chaotically), the excitement of engaging with real data and trying to solve real problems
is palpable. However, without good principles of selection and organization of data, it
can lead to disappointment and even confusion. Guidance is needed on such matters as
what to expect from raw corpus data, how to select and sort corpus data, and how to deal
with the unexpected. TNE offers a theoretical basis for developing this kind of guidance.
In short, learners looking at raw data need not only to be encouraged to inspect the data
thoroughly and look for patterns, but also to be informed about principles for interpreting
data, to be prepared for the complexities of ordinary usage, to expect exceptions to the
patterns, and to be shown how to make effective hypotheses about what the various
patterns mean.

Recently, there has been a revival of interest in the lexical approach to language
teaching. Pioneers of the "lexical approach” to language teaching were Sinclair, Willis,
and Lewis. Following Sinclair (1988), Willis (1990) proposed a ‘lexical syllabus’ for
language learning. Sinclair and Willis were writing in the very earliest days of corpus
linguistics, when a corpus of 18 million tokens was regard as large and before the full
enormity of the challenge posed by corpus data to established theories had even begun to
be recognized. Willis’s proposal was implemented as the Cobuild English Course. It must
be acknowledge that, despite its innovative approach, the Cobuild English Course was not
a huge success. Why was this? No doubt part of the reason was bad marketing and off-
putting presentation by the publisher: a web search reveals comments on such things as
"cognitive overload" (http://www.usingenglish.com/forum/) and a general sense
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that the pages are unpleasantly cluttered. Such problems could be easily fixed. More
germane reasons may have included the non-existence of a systematic body of research
into what counts as a pattern and the absence of reliable information about the relative
frequency of different patterns and senses. Willis’s approach to a lexical syllabus was
also hampered by the absence of a thoroughly worked-out theoretical distinction between
patterns in which a word can participate and patterns in which it normally participates.

In the same stream, Lewis (1993) argued that "language consists of grammaticalized
lexis, not lexicalized grammar" and that the interests of language learners are seriously
impaired by excessive concentration on teaching grammar rather than lexis. Lewis’s
lexical approach concentrates on developing learners’ proficiency with lexis—i.e. words
and syntagmatics—and ‘chunks’ of formulaic language of the kind that was subsequently
to be discussed more fully in Wray (2002).

It seems a matter of obvious common sense that lexical research should contribute
to syllabus design. Words and patterns of word use are far too important to be left to
happenstance or the whims of individual teachers. For almost all groups of learners,
it is absurd to give a high priority to teaching such terms such as umbrella, overcoat,
hat, and cloakroom attendant. But then, many words that deserve a high priority in a
lexical syllabus, e.g. need, search, hope, look, find, are semantically complex: not only
the words themselves but also the most normal uses of such words needs to be prioritized.
When we examine them, the issues regarding the lexical contribution to syllabus design
turn out to be rather complex. At least the following points must be taken into account:

— Integration with other approaches to syllabus design

— The distinction between function words and content words: function words should,
perhaps, be considered as part of a grammatical component of a syllabus, while only
content words are organized into the lexical component

— The role of pro-forms: learners have a higher-than-normal need for effective use of
semantic pro-forms such as thing, something, anything, and do, to help them fill
lexical gaps and achieve fluency

— The relative frequency of different phraseological patterns and senses of polysemous
words: selectivity is just as important at this microstructural level as at the
macrostructural level of the lexical component

— Pragmatic functions of lexical items such as broadly, you know, I think, it seems.

A lexical syllabus is not a magic bullet. The different interests, goals, and abilities of
different individuals and different groups of learners are relevant and need to be taken into
account by individual teachers working within a general framework of lexical selection.
At a more general level, the best pedagogical approaches to a lexical syllabus have must
necessarily understate the rich complexity of the possible uses of each word, while in
language teaching more generally, prioritization has all too often been left to common
sense and happenstance, or to the intuitions of the teacher, which are typically skewed
towards boundary cases, for reasons which have been discussed throughout this book.
Part of the argument here is that each word in a language has a core set of one or more
prototypical uses, which can be discovered only by painstaking lexical analysis. Some
prototypical uses are general; others tend to be domain-specific. Each prototypical use
is associated with a prototypical meaning. Prototypical uses can be exploited in regular
ways. All of these facts can and should be part of the foundations for prioritization of a
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lexical syllabus, based on relevant corpus evidence. A lexical syllabus goes hand in hand
with a grammatical syllabus, and both need to be empirically well founded.

3.3 Electronic lexicography

TNE was sired by lexicography upon corpus linguistics, and it would not be a runner
at all if, as its owner and trainer, I did not believe that it could be entered in the
Language Theory Stakes as a potential Winnelﬂ It has, I believe, the potential to inspire
new directions in electronic lexicography. The preceding two main sections have both
mentioned ‘resources’. Among the new resources that need to be developed for all such
applications and no doubt many others, are corpus-driven pattern dictionaries.

Pattern dictionaries TNE is an essential foundation for a new kind of dictionary which,
on the basis of corpus analysis, will report the patterns of usage most associated with
each word (strictly speaking, each content word) in a language. The great advantage of
such a dictionary is that, for activities such as natural language processing by computer,
it enables meanings to be attached to patterns, rather than to the word in isolation. This
facilitates pattern matching. Thus, if a word has more than one sense, a pattern will have
already identified the conditions under which each sense is activated before any attempt is
made to state the meaning and do anything with it. The sense is ‘anchored’ to the normal
phraseology with which each sense of each word is associated.

The first such dictionary is already in progress at the time of writing. It is the Pattern
Dictionary of English Verbs (PDEV: http://nlp.fi.muni.cz/projects/cpa/), an
on-line resource, in which each entry consists of four components:

1. The verb lemma together with a list of the phraseological patterns with which it is
associated, expressed in terms of argument structure and subargumental cues.

2. The primary implicatures associated with each pattern (roughly equivalent to a
dictionary definition, but ‘anchored’ to the arguments in the pattern, rather than
floating freely, as dictionary definitions tend to do).

3. A training set of actual uses of each verb illustrating its use in each pattern, taken
from the British National Corpus

4. A shallow hierarchical ontology of the semantic types of nouns (see Pustejovsky et
al. 2004), populated with a lexical set of nouns to which each argument is related. As
far as the data permits, nouns are related to argument patterns of verbs according to
their semantic type.

Compiling a pattern dictionary—indeed, compiling any dictionary—is a long, slow
process. At the time of writing (June 2009), approximately 10% of PDEV is complete,
after four years work. At the current rate of progress, if there is not a substantial injection
of funds to build up a professional lexicographic staff, the project will not be completed
until 2040, when the author will be 100 years old. However, one of the great benefits
of online publishing and internet access is that such work can be published as work in
progress.

3 To the uninitiated, it should be explained that this sentence is an extended and somewhat
contrived horse-racing metaphor of a peculiarly British kind.
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PDEV is an exploration of one possibility for practical implementations of TNE. A
project with some similarities to PDEV is FrameNet, which is based on Fillmore’s theory
of Frame Semantics. Both PDEV and FrameNet are pointers to new future roles for
lexical analysis. However, there are important differences. Some of them are as follows.

— FrameNet expresses the deep semantics of a number of prototypical situations
(frames) associated with different lexical items. PDEV investigates syntagmatic
criteria for distinguishing different meanings of polysemous words, in a ‘semantically
shallow’ way, using semantic types as a grouping mechanism.

— FrameNet proceeds frame by frame and analyses situations in terms of frame elements.
PDEYV proceeds word by word and analyses patterns of use of individual words
(verbs).

— FrameNet studies differences and similarities of meaning between different words in
a frame, with no systematic attention to polysemy. PDEV studies differences of the
relationship between usage and meaning for each polysemous verb.

— FrameNet does not analyse corpus data systematically, but goes fishing in corpora
for examples in support of hypotheses. PDEV is driven by a systematic analysis of
corpus data and provides statistically valid data for the comparative frequency of a
verb’s different meanings.

— There is considerable overlap between closely related frames in FrameNet; it does
not seem to have clear criteria for distinguishing frames, and does not seem to be
aiming at an inventory of all possible (or all normal) frames. The number of frames
seems to be open-ended. This perhaps relates to the impossibility of postulating that
the world is organized into neat and finite hierarchies of semantic frames.

— PDEV attempts to group observed lexical sets in a hierarchical ontology, according
to a) their shared co-occurrence, and b) their shared semantic types. This raises
interesting theoretical and practical issues, which cannot be discussed here; they
could be the subject of a whole separate book.

— FrameNet does not seem to have any criterion for completeness. Exploration of
FrameNet’s frames reveals that many of the lexical items that ought to be members
of a particular frame have been missed. Of course, once this is noticed, case by case,
it is easy to bring additional lexical items into a frame, but as things stand (June
2009), there is no way of telling whether either a frame or a lexical item has been
fully analysed.

Historical pattern dictionaries Literary scholars need to ask, not only in what respects
does the phraseology used by a great writer of the past differ from the normal, conventional
phraseology of present-day English, but also in what respects it differs from the normal,
conventional phraseology of the language of his or her own time. Unfortunately, historical
records of spoken language are non-existent before the 20th century invention of recording
devices. However, for many periods in English, among other languages, written records
of ordinary language survive in sufficient quantities to make a pattern dictionary of
the language of that period a theoretical possibility. Moreover, the writings of great
writers themselves are not ruled out as evidence for patterns, insofar as their usage
overlaps with the usage of other writers of the same period, for proof of pattern depends
on extrapolation from many sources, including sources which may include (elsewhere
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in them) idiosyncrasies of usage. Translating the theoretical possibility of a historical
pattern dictionary into a practical reality would, of course, depend on the usual necessary
combination of scholarly interest and funding.

The masses of evidence collected and analysed over the past century and a half by the
great historical dictionaries such as OED would be a valuable resource for a historical
pattern dictionary of this kind, but it needs a stronger theoretical foundation. In principle,
the OED evidence, which is substantial, could be reanalysed to give an account of the
normal, shared phraseological patterns in use at any given period in the history of the
language. In practice, it would be desirable to supplement the OED citation evidence for
word use in each period with a corpus of whole texts of the same period, especially a
corpus containing informal, non-literary texts (bulletins, broadsheets, journals, private
letters, and suchlike). This is desirable because, inevitably and quite properly, OED has
a literary bias and because it is based largely on citations collected by human citation
readers, not on corpus analysis. As Murray (1878) noted, human citation readers have
a natural tendency to select citations for rare words and unusual uses and to overlook
common, everyday, familiar words and uses. It would be an odd citation reader who
copied out all the uses of the lemmas give or take in a text being read for citations. But
it is precisely the common, everyday uses of words such as give and fake that a pattern
dictionary concerns itself with and for which corpus technology can provide evidence ‘at
the press of a button’. A further issue concerns the comparative frequency of patterns. A
citation can prove the existence of a word, phrase, or sense at a given period, but only a
corpus (ideally, a balanced corpus of ‘representative’ texts) of the same period can give an
approximate idea of the relative frequency of different patterns of use of the same word.

4 The broader picture

TNE is closer to Tomasello’s account of human cognition (1999, 2003) than to Leibnizian
primitives or Chomsky’s predicate logic. In a series of studies, Tomasello and his
colleagues compared the developmental behaviour of human children with that of other
primates (chimpanzees, etc.). On this basis, he argues that what distinguishes humans from
apes is the ability to recognize other members of the species (conspecifics) as intention-
governed individuals. This makes possible shared purposeful actions (cooperative
behaviour) and prediction of the likely actions and reactions of others. In other words,
his conclusion is that what distinguishes humans from other primates is the ability to put
oneself in others’ shoes. Language plays a crucial role in this ability. It is, therefore, a
biological and cultural phenomenon rather than a mathematical one. He says:

The understanding of conspecifics as intentional beings like the self is a uniquely
human cognitive competency that accounts, either directly on its own or indirectly
through cultural processes, for many of the unique features of human cognition.
—Tomasello (1999: p. 56).

Tomasello argues that there simply has not been enough time, in evolutionary terms, for
these unique features to have developed by genetic evolution. There must be another
explanation — and there is, namely cultural transmission.

When an intelligent ape or other mammal makes an important discovery—for example,
how to use a stick as a tool—the discovery is useful to that individual, it may be
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remembered and repeated by that individual. It may even be imitated by other members
of the species in the same clan, pack, or social group. However, individuals of nonhuman
species have no means of sharing, recording, and transmitting their discoveries, so that
sooner or later each dscovery is lostE] When a human makes a discovery, on the other
hand, it is (or can be) disseminated throughout the community, not lost, because humans
have a mechanism for sharing and storing the knowledge gained. This mechanism is
language. It operates what Tomasello calls "the ratchet effect’: faithful dissemination and
storage of knowledge acts as a rachet, preventing backward slippage that would cause
knowledge to be lost. This has enabled Homo sapiens to evolve at an astonishing speed
compared with the genetically bound evolution of other species.

Thus, human linguistic behaviour is cooperative social behaviour. It involves, among
other things, the sharing of knowledge. The relevance of all this to TNE lies in the Gricean
mechanism. In order to communicate, a human relies on the ability of other members
of her species (her conspecific interlocutors) recognizing her intention to communicate,
together with an underlying body of shared communicative conventions to encode the
message. These shared conventions are words and phrases and their meanings. TNE
shows how these conventions work and provides a theoretical framework for compiling
an inventory of the conventions in any given culture on which successful communication
depends.

Thus, TNE provides a basis for explaining, within Tomasello’s Darwinian model and
Grice’s theory of conversational cooperation, what the shared conventions of linguistic
behaviour in any given community are and how they are flexible enough to encompass
and develop novel ideas and novel situations s well as repetition of the norm.

Tomasello goes on to argue that the diversity of human language is too great to be
accounted for by the Innate Universal Grammar hypothesis: there just are not enough
linguistic universals to explain anything of any great interest about the rich, culture-
specific complexities of human linguistic behaviour. Again, the explanation lies in cultural
transmission.

5 Conclusion

This chapter has proposed a contribution to the empirical foundations for a lexical theory
of language, pointing towards new ways of exploring meaning in text and conversation, the
development of new research methodologies, and new insights into relationships between
lexis and grammar, lexis and cognition, and lexis and the world. It will encourage a
reappraisal of all pre-corpus theories of language and abandonment of the sloppy habit of
inventing evidence to support research.

At the same time it points to the need for a fresh approach to studying the relationship
between logic and analogy. A human language is a curious mixture of logical and
analogical processes. Tidy-minded thinkers such as Wilkins (1668), Leibniz, and Russell
tended to regard the analogical aspect as a fault, but more careful observers such as
Wittgenstein and Rosch have laid foundations for an approach that regards the analogical

* Such discoveries may, of course, be rediscovered independently by other members of the species
at other times and other places.
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aspect as an essential design feature. Corpus-driven lexicology can build on these
foundations.

The title of this chapter is intended to mark a new departure. Corpus linguistics—
approaching language through the analysis of patterns of lexis observable in corpus and
textual data—is in its infancy, for the simple reason that corpora large enough for this
purpose did not exist until about 20 years ago. The first astonishing finding of corpus
linguistics has been an apparent contradiction: the regularities are much more regular than
most pre-corpus linguists expected, while the irregularities are much more irregular. The
theory of norms and exploitations outlined here shows how this apparent contradiction
can be reconciled.

Systematic corpus analysis of the whole lexicon of all languages is called for, leading
to new lexicons and new grammars. Some aspects of existing linguistic theories will
receive confirmation from such an exercise; others will have to be jettisoned.

The Theory of Norms and Exploitations is a response to the challenges posed by
corpus data, offering a contribution to the study of meaning in language. It can be seen,
if you like, as a step towards making explicit the nature of the conventions on which
interlocutors rely in expecting to be understood and to understand—i.e. the Gricean
mechanism of conversational cooperation. It is to be hoped that much future linguistic
research will be bottom-up, driven by empirical analysis of lexis, and will focus on
exploring the nature both of conventions and of alternating probabilities. In this way, new
light can be expected to be shed on the nature of human behaviour and human linguistic
creativity.
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Prinos bohemistického pracovisté filozofické fakulty
k rozvoji pocitacové lingvistiky na brnénské univerzité

Zdenka Hladka

Filozofick4 fakulta Masarykovy univerzity, Brno

Abstrakt Prispévek v prehledu zaznamendva ucast bohemisti z Filozofické
fakulty Masarykovy univerzity na formovani matematicky a pocitacové zaméfené
lingvistiky v rdmci brnénské univerzity, a to od pocétku této orientace v 60.-70.

Katedre ceského jazyka, slovanské a obecné jazykovédy FF UJEP, pres 80. 1éta,
kdy se do pocitacového zpracovani prirozeného jazyka zapojuje Klara Osolsobé, a
90. 1éta, kdy Zdeiika Hladk4 zagind v UCJ FF MU vytvifet jazykové korpusy,
a7 do soutasnosti. Zdiraznéna je spoluprace Ustavu Eeského jazyka FF MU
s Centrem zpracovani pfirozeného jazyka FI MU. Pozornost je vénovéna i aspektim
vyukovym.

K formovani matematicky, pocitacové a korpusové orientované lingvistiky na
brnénské univerzité od samych pocatki prispivali — ne sice masivné, zato vSak soustavné —
i bohemisté z filozofické fakulty. Zasadni dlohu v utvareni této tradice sehréla jubilantova
osobnost. Karel Pala se od svého raného pisobeni na Katedfe ceského jazyka, slovanské
a obecné jazykovédy na Filozofické fakulté Univerzity Jana Evangelisty Purkyn{] v 60.
i na dalSich fakultnich pracovistich, pozdé&ji jako ¢len fakultni a univerzitni komise pro
vypocetni techniku prosazoval vyuZzivani poéitacti ve vyuce i vyzkumu (prvni dva pocitace
pro katedru ceského jazyka ziskal v r. 1988, tedy v dobé, kdy byla vypocetni technika
jesté povazovana za potencidlni nastroj nepratelské diverze), pfed svym odchodem na
Fakultu informatiky Masarykovy univerzity v r. 1995 vychoval v duchu nastoupené
orientace bohemistku Kldru Osolsobé a také v dalSich letech vSestranné podporoval
kontakty brnénskych bohemisti a informatikt pfi feSeni tkolt spjatych s pocitaCovym
zpracovanim cestiny.

60.-80. 1éta 20. stoleti

Pocatky zdjmu o matematickou lingvistiku na katedfe ceského jazyka FF UJEP jsou
jednoznacné spjaty s prichodem Karla Paly, ktery zde v roce 1964 po absolvovani
dvouletého studijniho pobytu v oddéleni matematické a aplikované lingvistiky Ustavu pro
jazyk Gesky CSAV v Praze nastoupil na asistentské misto. Badatelsky se Pala soustiedil
na analyzu jazyka v oblasti syntaxe, sémantiky a pragmatiky. (Ze spoluprace s logikem
Pavlem Maternou, anglistou AleSem Svobodou a informatikem Jifim Zlatuskou vzesly

! Dnes Ustav &eského jazyka Filozofické fakulty Masarykovy univerzity.

Dana Hlavackovd, Ale§ Hordk, Kldra Osolsobé, Pavel Rychly (Eds.): After Half a Century of Slavonic Natural Language Pro-
cessing, pp. 8184} 2009.
(© Masaryk University 2009
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napf. studie Materna, P. - Pala, K. - Svoboda, A.: An Ordered-Triple Theory of Language.
Brno Studies in English 12, Brno 1976, s. 159-186; Materna, P. - Pala, K. - Svoboda, A.:
An Ordered-Triple Theory of Language Continued. Brno Studies in English 13, Brno 1979,
s. 119-165; Materna, P. - Pala, K. - Svoboda, A.: Externi a interni pragmatika. In: Otazky
slovanské syntaxe IV/1, Brno 1979, s. 53-60; v nasledujicich letech i monografie Materna,
P. - Pala, K. - Zlatuska, J.: Logickd analyza prirozeného jazyka, Praha 1989.) Od druhé
poloviny 70. let se Pala v sou¢innosti s programatory Vysokého uceni technického v Brné
a pozdgji Ustavu vypocetni techniky pfi Piirodovédecké fakulté UJEP podilel na prvnich
experimentech v oblasti automatického porozuménf pfirozenému jazyku, pfedev§im na
pokusech testujicich moZnosti automatické syntaktické analyzy ceStiny (programovy
systém Wander).

Také ve vyuce Pala seznamoval studenty bohemistiky a dal$ich obort s matematickou
a pocitacovou lingvistikou a modernimi lingvistickymi sméry opirajicimi se o exaktni
metodologii (v 1. 1964-1971 vedl napt. pfedndsku Uvod do matematické lingvistiky, v 1.
1974-1989 prednasku a seminat Uvod do poéitatové a matematické lingvistiky), i kdyZ si
pozdéji postéZoval, Ze ,,snazit se ulit studenty a studentky filozofické fakulty néjakym
matematickym popistim jazyka, nebo je dokonce ucit programovat, je nevdécna préce“

Od konce 80. let, po ziskani zdkladn{ vypocetni techniky pro katedru ¢eského jazyka,
se Pala vyraznéji zaméfil na vyzkum a popis Cestiny s vyuZzitim pocitacd, mj. s cilem
vytvoftit algoritmicky popis ¢eské morfologie, strojovy slovnik CeStiny a automaticky
pravopisny strojovy korektor. Na téchto tikolech se na bohemistickém pracovisti zacala
vyznamné podilet Palova Zacka Kldra Halasova (Osolsobé), kterd se soustfedila na
formalni analyzu ceské morfologie (napf. Osolsobé, K.: Algoritmicky popis ceské formdlni
morfologie substantiv a adjektiv, SPFFBU, A 37-38, 1989-1990, s. 83-97; pozdé;ji
Osolsobé na toto téma obhdjila i doktorskou praci Algoritmicky popis Ceské formdlni
morfologie a strojovy slovnik cestiny, Brno 1996). Spole¢né s programédtorem Stanislavem
Francem pracovali na integrovaném morfologickém analyzatoru klara, ktery vyuzival
jazyk Prolog a aparat DC gramatik (napf. Pala, K. - Halasov4, K. - Franc, S.: Ceskd
morfologie a syntax v PROLOGu. In: Sbornik semindfe SOFSEM 1987, Bratislava 1987,
s. 38-42). Klara Osolsobé s Karlem Palou spolupracovala také pfi piipravé nékolika
ucebnich textl (Zdklady vypocetni techniky pro filology, Brno 1989; Zdklady pocitacové
lingvistiky, Brno 1992). Vyrazem pokracujici vyukové orientace na pocitacovou analyzu
jazyka bylo v . 1990 i zfizeni seminafe po&itatové lingvistiky (v ramci Ustavu &eského
jazyka FF MU), jehoZ se stal Karel Pala vedoucim.

0Od 90. let do soucasnosti

Lingvisté bohemistického pracovisté brnénské filozofické fakulty (Karel Pala, Klara
Osolsobé, Mirek Cejka a pozdé&ji Zdeiika Hladk4) se od samého po&tku podileli také na
aktivitdch sméfujicich k vytvoreni korpusovych zdroja CeStiny a etablovani korpusové
lingvistiky v ¢eském prostfedi. V r. 1988 spolu s prazskymi lingvisty a matematiky
vytvorili Iniciativni skupinu pro piipravu pocitacovych korpusi a slovniki, ktera dala
v zacatku 90. let impuls k vybudovani ,,Pocitacového fondu Cestiny* a v r. 1994 stéla

% Citovéno z interview Davida Povolného s Karlem Palou Snazim se lépe poznat, jak funguje
pFirozeny jazyk, muni.cz / inor 2009, s. 7.
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u zalozeni Ustavu Ceského ndrodniho korpusu, jehoZ tikolem bylo a je koordinovat tvorbu
reprezentativniho korpusu Ceskych textd. Bohemisté Filozofické fakulty Masarykovy
univerzity se na tvorb& Ceského ndrodniho korpusu podileli jednak vytvofenim dvou jeho
Casti (viz napt. Hladka, Z.: Zkusenosti s tvorbou korpusii Cestiny v UCJ FF MU v Brné,
SPFFBU, A 53, 2005, s. 115-124), jednak ucasti na pfipravé néstroji umoziujicich
automatickou morfologickou analyzu spisovnych textd i textii s mluvenostnimi rysy.

Korpusy &estiny vytvoiené v Ustavu ¢eského jazyka Filozofické fakulty MU ve spolupraci
s programatory Fakulty informatiky MU

Pracovnici a studenti Ustavu &eského jazyka FF MU se budovéni Ceského narodniho korpusu
ziastnili nejprve piipravou Brnénského mluveného korpusu (BMK, souddst CNK od r. 2002;
garant Zderika Hladka), ktery obsahuje elektronicky prepis 250 magnetofonovych nahravek z let
1994-1999 zachycujicich v neformdlnich i fizenych rozhovorech 294 mluv¢ich. Velikost korpusu
je cca 600 tisic pozic. BMK byl ve snaze o kompatibilitu pofizovdn v souladu se zdsadami
Prazského mluveného korpusu, ¢aste¢né diferencni postupy tykajici se pfepisu nahrdvek (nahrazen{
tradi¢ni interpunkce interpunkci ,,pauzovou‘ a zachyceni simultdnnosti dialogickych promluv)
byly pozd&ji v UCNK akceptovény i pro tvorbu dalsich korpusi mluvené &estiny. V rdmei CNK
je BMK uloZen jen v Cisté neoznackované podobé, na FI MU vsak byla vytvofena pracovni
morfologicky oznackovana verze. Pfi jeji pfipravé byly dosavadni ndstroje morfologické analyzy,
uréené primdrn€ k rozpozndvéani spisovné Cestiny, upravovany pro automatické rozpoznavani
substandardnich forem béZné mluvy, coZ lze v Ceském prostiedi oznadit za vyznamny prikopnicky
¢in. Konkrétné byl upravovdn morfologicky analyzétor ajka, ktery vznikl na FI MU v r. 1999
v ramci diplomové prace Radka Sedlacka (program se opird o algoritmicky popis ¢eské formalni
morfologie vypracovany Kldrou Osolsob&). Upravy analyzitoru se snaZily vyrovnat jednak
s velkou hldskovou, tvarovou i lexikdlni variabilitou brnénské mluvy (prolindnim dialektickych,
interdialektickych, obecnéceskych i spisovnych podob), jednak s nékterymi obecné mluvenostnimi
rysy (zjednodusovanim souhldskovych skupin, nedokoncovanim slov apod.). Na tomto tkolu se
kromé& odborniki z FI MU podileli i lingvisté z Ustavu eského jazyka FF MU, zejména Klara
Korpus mluvené Cestiny, diplomova prace na FF MU, Brno 1998; Hlavackova, D.: Korpus mluvené
Cestiny z brnénského prostiedi a jeho morfologické znackovdni, SaS 62,2001, s. 62-70; Hlavackova,
D. — Osolsobé, K.: Morfologické znackovdni mluvenych korpusi, zkusSenosti a oteviené otdzky. In:
Cestina v mluveném korpusu 1, Praha 2008, s. 105-114). ZkuSenosti ziskané pii tpravach ajky
byly pozdéji vyuzity a rozsiteny o nové poznatky pii morfologickém znackovani texti Korpusu
soukromé korespondence.

Korpus soukromé korespondence (KSK) vznikal v Ustavu &eského jazyka FF MU od 90.
let 20. stoleti (pod garanci Zdenky Hladké). Obsahuje 2 tisice ruéné psanych dopisi a 1 tisic
e-maill z let 1990-2005; shroméazdéné texty reprezentuji 3 tisice idiolektl. Velikost korpusu v ¢asti
rucné psanych dopist je cca 940 tisic pozic, v ¢dsti e-maili cca 220 tisic pozic. Korpus je detailné
sociolingvisticky a poprvé v historii ¢eské korpusové lingvistiky i nafecné€ oznackovan. V rdmci
CNK je od r. 2006 vefejn& pristupnd pouze &st obsahujici ruéng psané dopisy (KSKdopisy).
V komplexnosti byly shromazdéné dopisy i e-maily zvefejnény v praci Hladk4, Z. a kol.: Cestina
v soucasné soukromé korespondenci. Dopisy, e-maily, SMS, Brno 2005, kterd kromé korpusového
zpracovani korespondence piinasi i plné textové podoby dopist a e-maili a digitdlni fotokopie
origindlt. Jako dopInéni navic zaznamendva v textovém zpracovani cca 2 tisice SMS. V publikaci
je zvefejnéna i pracovni verze morfologicky oznackované prvni pilky KSKdopisy. Automatické
morfologické znatkovini probihalo opét ve spolupraci Ustavu Eeského jazyka FF MU a piislusnych
pracovist’ FI MU (predevsim Centra zpracovani ptirozeného jazyka). Automatickou morfologickou
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analyzu v tomto piipadé komplikovala vedle prolindni spisovného kédu s kédy nespisovné Cestiny
téZ vysokd expresivita a také pravopisnd nestandardnost textd (viz napt. Hlavackova, D. — Sedlacek,
R.: Morfologické znackovdni korpusu soukromé korespondence. In: Varia X1V, Bratislava 2006, s.
371-379).

V poloving 90. let odesel Karel Pala z Ustavu &eského jazyka Filozofické fakulty
MU na Fakultu informatiky MU. (Jesté predtim na FF MU v r. 1993 obhdjil habilitacni
préci na téma Pocitacové zpracovdni cestiny a v souvislosti s vyvojem jazykové podpory
textovych editorti mj. pfipravil s Janem VSianskym Slovnik ceskych synonym, Praha
199. Paltv odchod vak neznamenal konec po&itatové zaméfené lingvistiky v UCJT
FF MU. Naopak jim zprostfedkovavané kontakty mezi bohemistickym pracovi§tém FF
MU a specializovanymi pracovisti FI MU tento smér spiSe posiluji. Probiha spoluprace
jak v roviné vyzkumné (z bohemistd se ji dcastni zejména Klara Osolsobé, kterd se
v posledni dobé vénuje prevazné slovotvorné problematice, napr. Pala, K. — Osolsob¢,
K. — Hlavatkovd, D. — Smerk, P.: Formdini vztahy ceské morfologie a slovotvorby,
predneseno na konferenci Cestina ve formdlni gramatice, Brno 2009), tak v roviné
praktické tvorby korpust Cestiny a jejich znaCkovani (viz vySe; v nedavné dobé vznikl
ve spoluprici bohemistek Zdenky Hladké a Lucie Rychnovské a informatikti Pavla
Rychlého a Pavla Smerka napf. korpus korespondence Bedficha Smetany) a v neposledni
fad i v oblasti pedagogické. Uz v 1. roéniku se studenti Celtiny v rdamci Uvodu
do studia Ceského jazyka aktivné dcastni sbéru a zpracovani materidlu pro ptfipravu
korpusovych zdrojii (aktudlné pro korpus ORAL), ve vybérovych kurzech (napt. Uvod
do korpusové lingvistiky, PocitaCe a pfirozeny jazyk, Lingvisticky software, Prakticka
cviceni z korpusové lingvistiky) se seznamuji se zdklady pocitacového zpracovani
prirozeného jazyka, u¢i se pracovat s korpusy, vyuzivat lingvisticky software vyvijeny
na Fakulté informatiky MU apod. Na vyuce uvedenych disciplin se vedle bohemistt
matefského pracovisté podileji i ucitelé z FI MU (Dana Hlavackovd) a naopak bohemisté
z FF MU se v roli konzultantd nebo oponentt doktorskych praci (Klara Osolsobé)
ucastni vyukovych aktivit na FI MU. V soucasné dobé se také uvazuje o mozZnosti
otevieni mezifakultnitho oboru, v némz by se tradicni studium Cestiny spojilo se zdklady
pocitacového zpracovani pfirozeného jazyka.

Zijem bohemistt z Ustavu &eského jazyka FF MU o matematickou a po&itatovou
lingvistiku naSel vyraz i ve zpracovani prehledové studie o rozvoji téchto disciplin
v Ceském prostiedi (Osolsobé, K.: Matematickd lingvistika. In: Kapitoly z déjin ceské
Jjazykovédné bohemistiky, Praha 2007, s. 447-466).

3 ZkuSenosti ziskané pfi praci na tomto slovniku Pala pozdg&ji uplatnil pfi prici na projektu
EuroWordnet.
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Prolog

V zimé jsem jela do Itdlie lyZovat. Na sjezdovky. Vytdhla mé Marie, byl to jeji ndpad, Ze si
spolecné zalyZujeme. Na sjezdovkdch jsem nelyZovala uZ nékolik let, tak jsem z toho méla
strach. Ale nakonec to nebyl takovy problém. RozlyZovala jsem se pomérné rychle. Prvni
den jsme si jen tak zvolna polyZovaly. Dalsi dny jsme se uZ nalyZovaly vic. Posledni den
Jjsem uz méla pocit, zZe jsme se vylyZovaly hodné. UZ jsme musely odpocivat, abychom
se neulyZovaly.

Predpona + zvratna Castice

Mnoho nedokonavych (avsak ne iterativnich) sloves ma schopnost spojovat se s nékterymi
specidlnimi pfedponami a se zvratnou Castici se nebo si, a tim vytvareji celé paradigma
novych slovnich tvard s pomérné piesné definovanym vyznamem.

Predpony, k nim pfislusejici zvratné ¢astice a vyznam celého prefigovaného slovesa
ukazuje tabulka:

Predpona|Sloveso|Zvratna castice| Vyznam

roz- se zacit X

po- si/se * X v klidu, vétSinou pifjemné

za- si/se * X po delsi dobu a uZit si to

X <
na- se hodné X
vy- se hodné X, s viceméné kladnym vysledkem
u- se X az do vycerpani

Hvézdicka (*) v tabulce znamend, Ze pokud jde o reflexivum tantum, zistava i po pridan{
téchto prefixti zvratna ¢éstice se. Dosadime-li v tabulce misto X napf. sloveso lyZovat,
dostaneme sadu novych paradigmat se zvratnou ¢4stici.

Jednotliva prefigovand zvratnd slovesa je moZzno s urcitou toleranci usporadat podle

intenzity déje, jak ukazuje nasledujici obrazek:

o _intenzitadéje
roz-  po- Za- na- vy- -
se sifse  sifse se se ca

Dana Hlavéackova, Ale§ Hordk, Kldra Osolsobé&, Pavel Rychly (Eds.): After Half a Century of Slavonic Natural Language Pro-
cessing, pp. 8590} 2009.
(© Masaryk University 2009
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Krajni body tvori pfedpony roz- a u-, uprostred je podle intenzity posloupnost po-,
za-, na- a vy- s vagnim az pfekryvajicim se rozsahem.
Z tohoto divodu nazyvam tento zpusob tvofeni s jistou nadsdzkou pracovné

e

,.stupfiovani‘ intenzity slovesného déje.

Priklady z korpusu SYN

1 roz-

= zacit
Nékde v tom mldzi se znova rozt' ukal datel
Promnul si prsty, samym vzruSenim se mu rozbrnély.

2 po-

= v klidu, vétSinou piijemné, s potéSenim
mistecko ve stinu, kde by si kaZdy druhy pejsek rdd pékné pochrupkal
pohrdl si se startovacimi klapkami na kiidlech

3 za-

= po delsi dobu a uZit si to

o jejich tématech si budou moci rovnou i zachatovat.

Poté zasel do télocvicny, aby si podle svého ritudlu jesté zaposiloval.

Na druhou stranu : trochu si ¢as od casu zasilet v takovéto nevinné zdleZitosti patii
v této nespravedlnosti a stresem napéchované dobé skoro k lécebnym procedurdm.

4 na-

= hodné (Casto s intenzifikdtorem)
Clovek se hrozné nabéhd.
matinka zatim doma vyklddala, co se nastard a nabéhd,...
Co jsem se jen natancila to léto

S vy-

= hodné, s viceméné kladnym vysledkem
vyplacte se do sytosti
V pohodé se tam celé dny miiZeme do sytosti vyjezdit

6 u-

= az do vyCerpani
To by se asi norsti fanousci uslavili k smrti.
Jjak bylo zjisténo, unudit se nikdo nemiize
mdlem se ustékal



Stuptiovani sloves 87
Starsi zminky

Smilauer (1971) se v této souvislosti zmitniuje o ,,mite déje* (viz str. 181-182). Timto
terminem vSak nepopisuje presné to, co ja. Mezi pfedpony vyjadiujici miru déje zahrnuje
ijiné (napf. pfe-, o-, pod-, pro-). Tyto predpony skutecné ve spojeni s urcitymi slovesy
vyjadiuji stupeii intenzity déje, ovSem ne zcela pravidelné, a tedy nespolehlivé. Stejna
predpona miZe mit (a vZdy md) mnoho vyznami, v zavislosti na slovese, ke kterému se
pripoji.

Smilauer tedy popisuje &isté sémantickou stranku. Jeho prefigovana slovesa navic
nemusi byt zvratnd, kromé téchto tfi vyjimek: na- se, po- si a za- si. Vyznam téchto
predpon ve spojeni se zvratnou ¢astici hodnoti podobné jako ja (v zdvorce jsou origindlni
Smilauerovy piiklady):

po- velkd mira (,,iplné€*) s vyznamem ,,hodné€, dlouho, dosyta“

(to jsme si pohovéli, popovidali, pokourili)

za- velkd mira s vyznamem ,,s chutf se vénovat*

(zacvicil si, zatancili si, zakourili si)

na- velka mira, Casto s uréenim miry (tolik, néco)

(Tolik jsme se nasmadli, navtipkovali, naskotacili a navztekali. ... tam jsem se néco
nachodil, nalelkoval se aZ hanba)

Teprve zvratnd ¢astice totiz dod4 slovesu konkrétni a velmi pfesné vymezeny vyznam,
ktery jsem uvedla v tabulce. Tvrdim, Ze tento vyznam je u kazdé predpony neménny, tedy
pfipojenim k libovolnému slovesu se jeho vyznam modifikuje stejnym zptsobem.

Havranek a Jedlicka se téZ na str. 242-243 zmifuji o zvratnych pfedponovych
slovesech, kterd oznacuji ,,intenzitu déje” s priklady (najist se, napit se, vyspat se, prospat
se, vyskdkat se, dokopat se) nebo ,,riznou fazi pribéhu déje* (roznemoci se, rozejit se,
sejit se, rozprchnout se).

Nékteré jejich pfiklady povaZuji za sporné: napr. sejit se. Jiné jsou podle mého
nazoru opét zavislé na konkrétnim pfipojeném slovese, predpony zde nemaji v§eobecné
spolehlivy vyznam (prospat se, dokopat se).

Pordznu najdeme zminky i u Travnicka, v oddile o slovesném vidu.

Nejlépe popisuje pfedpony z obrazku a z tabulky Kopecny.

Prvni zminka je v §18 na str. 23 az 24, kde popisuje sémanticky rys ,,déjové miry*.
Uvadi zde ,,augmentativni typy* nadélat se, nasedét se, dale posedet si, poleZet si, pocist
si, které piebiré ze star$i prace Smilauera (1946).

Slovesa s predponou roz- charakterizuje sémantickym rysem ,,fdzovost™. Mimo jiné
pravi: ,,Pro fazi zacateCni se uddva jako hlavni morfologicky prostfedek pfedpona roz-,
spojena se zménou zakladniho slovesa ve sloveso reflexivni: rozepsat se, rozleZet se,
rozplakat se.*

Dile se o uvedenych pfedponach zminuje na str. 110 v kapitole nazvané Perfektiva
tantum. Zatazuje je mezi tzv. ,afektivni typy* spolu s nékolika dal$imi slovesnymi
pfedponami.

Nejpodrobngjsi komentife jsou v kapitole Ceské slovesné predpony, kde podava
struény ptehled vyznamu jednotlivych Ceskych slovesnych pfedpon. Vybiram ty, kterych
se tykd ,,stupiovani*:

roz-
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NPT

O jednom z vyznamu pfedpony roz- Kopecny pise: ,,rozproudéni ¢innosti, obycejné
az po dosazeni nalezité miry.*

JestliZze k tomu pfiddme poZadavek zvratnosti, dostdvame spolehlivé vyznam jediny,
uvedeny vyse.

po-

Kratce si Kopecny v§ima i uvedeného vyznamu predpony po-, o kterém piSe, Ze mtize
znamenat i ,,velkou miru déje”, coZ je jen ¢astecné ve shodé s mym pozorovanim, viz
priklady vyse.

za-

Kopecny se zminiuje i o predponé za-, jiZ pfifazuje vyznam ,,vzplanuti déje, jeho
zacet{* a spojuje ji ,,s pocitem malé miry*, coZ ndm nepripada zcela presné. To plati
jen o prvni ¢asti jim uvedenych piikladd, kde se pfedpona za- pfipojuje k dokonavému
slovesu (zablesknout se, zastesknout si a dalsi). Pfiklady uvedené tam pod pismenem
b) uz takto charakterizovat nelze (zabdsnit si, zalyZarit si, zalhat si). Ani moje priklady
z korpusu tomuto hodnoceni nenasvédcuji.

na-

Vyrazim s pfedponou na- (namodlit se, nasmdt se apod.) fikd Kope¢ny augmentativ-
nost, pfipadné také intenzitivnost.

vy-

U ptedpony vy- zatrazuje Kopecny zvratnd slovesa do skupiny s vyznamovym odstinem
,vycerpani déje, coz je charakteristika podobnd té moji. Uvadi jesté pripad zdvojené
predpony vyna-, kterd v§ak nezapada zcela do moji pomyslné skaly.

u_

Predponu u- hodnotim shodné jako Kopecny, kdyz tika: ,,Reflexivni typ upracovat se
je téméf paradigmaticky®. J4 povazuji za paradigmatické vSechny praveé vyjmenované
typy.

V kapitolce ,,Predponové typy paradigmatické™ na str. 133 Kopecny uvadi 6 predpon,
které povazuje za paradigmatické. Z toho 4 (na- se, po- si, u- se a za- si) se shoduji s mym
hodnocenim.

Dalsi paradigmatické ptfedpony jsou podle Kopecného do- (,,vyjadfeni absolutniho
zakonceni*) a nezvratné vy- (,,vyCerpani déje”). Vzhledem k tomu, Ze tyto pfedpony maji
jesté jiné vyznamy, nezarazuji je do své (paradigmatické) stupniovaci skaly.

Kopecény tedy zahrnul vySe uvedené charakteristiky mezi vyznamy, ale ne vzdy
specifikoval pozadavek zvratnosti, ktery uvedené predpony vymezuje velmi presné.

Jinak feceno, jestliZe se k nedokonavému slovesu pripoji jedna z uvedenych piedpon
a prida se zvratnd Castice podle tabulky, alespoii jeden z vyznamu vysledného slovesa
bude ten, ktery je uvedeny v tabulce.

Je zfejmé, Ze zadna predpona nemad jediny vyznam. Spolu se zvratnou ¢astici je vSak
vyznam uvedenych pfedpon velmi pravidelny.

Lemma ,,stupnovaného slovesa‘

PfestoZe se pomoci prefixu a reflexiva vytvofi nové sloveso s celym paradigmatem,
umist'ujeme tato slova do paradigmatu neprefigovaného (zédkladniho) slovesa. Pokladdme
zde prefixaci za tvofeni slovesného tvaru, nikoli za slovotvorbu. Jinymi slovy: tvrdime,
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Ze vSechny takto utvorené tvary maji spolecné lemma. Konkrétné v piikladé kratkého
vypravéni z Prologu je lemmatem vSech podtrzenych slovnich tvart sloveso lyZovat.

Dtivodi je hned nékolik.

Predné je to velkd produktivita. Neni sice pravda, Ze takto lze vytvéfet celou sadu od
kazdého nedokonavého slovesa (protipiikladem budiz tieba tvar *zadotykat se), ptesto 1ze
takto vytvofit velké mnozstvi novych slov. Navic pfedpony v téchto slovech maji VZDY
stejny vyznam. Tento vyznam je naznacen v tabulce a vyplyva téZ z prikladu v Prologu.

Predpony se mohou pfidavat i k pfedponovym slovesim. Nedavno jsem v né¢jakém
televiznim rozhovoru zaslechla vétu:

Prijeli jsme si do mésta zanakupovat.

Kdybychom tyto slovni tvary lemmatizovali jako samostatné predponové sloveso
(pripadné i s reflexivni Castici), museli bychom pro kazdé takové slovo zavést nové
lemma, nékdy homonymni s lemmatem jiz existujicim. JestliZe ho misto toho zafadime
do paradigmatu prislusného lemmatu bez predpony, miZeme se spolehnout na jeho
pfesnou interpretaci, véetné nutné pfitomnosti reflexivni ¢astice. Toho lze vyuZit jak pfi
morfologické analyze, tak pri syntéze.

Neéktera takto vytvorend slova jiz ve slovni zdsobé existujf, ale maji jiny vyznam. Je to
napr. tvar zamdvat, ovsem bez zvratné Castice, z dal§tho vymysleného kritkého pribéhu:

Vcera se na nddrazi porddal kompars na novy film. Méli jsme za tikol mdvat na
odjizdeéjici vlak. KdyZ dal reZisér pokyn, rozmdvali jsme se. Nejdriv to vypadalo, Ze
si pomdvdme a piijdeme domii. Scéna s mdvdnim se vSak mnohokrdt opakovala, takZe
Jjsme si zamdvali vic, neZ se ndm libilo. Namdvali jsme se opravdu hodné, vymdvali jsme
se do sytosti. Méli jsme strach, Ze se umdvdme k smrti.

Ptikladem tplné homonymie, véetné zvratné Castice, je vysmdt se. Bé€Zny vyznam je
ziejmy z prikladu:

Budu na néj hodnd a on se mi pak vysméje.

Ale vyskytuji se i piiklady ve vyznamu, ktery popisuji zde:

Stavil jsem se tady jen proto, Ze se tady ¢loveék miiZe v klidu vysmdt.

I z téchto pripadi je ziejmy rozdil vyznamu. V prvni véte jde o vysméch, zatimco ve
druhé o smich. Dals{ rozdil spociva ve valenci. Zatimco v prvnim piikladé jde o sloveso
s dativni valenci, druhy priklad je intranzitivni. To v§ak neni pravidlem v jinych piipadech.

Podobné je usmdt se, které mize vypovidat bud’ o dsmévu, nebo opét o smichu. I zde
je rozdil ve valenci (usmdt se na koho — usmdt se (bez valence)).

Vyskyt stupiiované intenzity neni zpravidla vysoky, ale najdou se vyjimky. Néktera
takto vytvofend slova jsou naopak velmi béZnd, i s uvedenym vyznamem, napft. rozesmdt
se. V téchto piipadech je ov§em rozumné predponovou odvozeninu piimo zahrnout do
slovniku.

Rozhodnuti, ktera prefigovand (stuptiovand) slovesa jsou bézna, lexikalizovan4, a kde
jde jen o okazionalismy, je samoziejme znacné obtizné. Velmi pravdépodobné v tom
nebude panovat shoda, navic se ndzory budou ménit v ¢ase. Pro soucasné morfologické
slovniky je nejspis nejlepsi konzervativni feSeni, tedy ponechat ve slovniku ta paradigmata,
ktera tam jsou, véetné zavedené lemmatizace, ale nepridavat globaln¢ nova. Vychdzime
z toho, Ze soucasné slovniky jiZ naprostou vét§inu béznych slov obsahuji.

Rozhodné do morfologického slovniku patii ta slovesa, kterd nejsou zvratnd nebo
jsou tranzitivni, a ddle potom tzv. odvozend reflexiva. Napf. utancovat se je odvozené
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reflexivum od nezvratného tranzitivniho slovesa utancovat (koho). Lemma utancovat by
se tedy do morfologického slovniku zahrnout mélo.
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Doporuceni misto zavéru

Tak, a ted’ miiZes jit slavit. Rozeslav se zvolna. Velmi pravdépodobné sis uZ trochu poslavil,
ale urcité sis jeste nezaslavil s kazdym. UZij si to slaveni, naslay se podle libosti, vyslav se
do sytosti. Jenom si dej pozor, aby ses neuslavil!
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1 Uvod

V Centru zpracovani pfirozeného jazyka na Fakulté informatiky Masarykovy univerzity
je od roku 2005 budovdna databdze Ceskych slovesnych valen¢nich rdmcti VerbalLex. [1]
Data jsou organizovana ve valen¢nich ramcich zdkladnich — vlastni rimec se syntaktickou
a sémantickou rovinou zdpisu a komplexnich — strukturovany celek s dalsimi informacemi
o slovesech. Na rozdil od jinych valen¢nich slovnikt a databazi, kde je standardné
zékladnim organiza¢nim prvkem slovesné lemmzﬂ jsou ve Verbalexu valen¢ni rdmce
pfifazovany k celym slovesnym synonymickym fadam — synsetim (z angl. sets of
synonyms). Synonymické fady jako fidici prvek struktury databaze byly zvoleny z divodu
blizké navaznosti VerbalLexu na sémantickou sit’” WordNet (WN)[2], kterd ma obdobnou
strukturu. Konkrétn{ spojitost spociva ve tfech bodech:

— v prvni fazi prace na databdzi byly valenéni rdmce zapisovany k Ceskym syn-
onymickym faddm piimo do ¢eské podoby WordNetu (Czech WN — CzWN);

— sémanticka rovina anotace valen¢nich rdmcd ve VerbalLexu vychdzi z vrcholové
ontologie vytvorené v rdmci projektu EuroWordNet (EWN) [3] a vyuZivd pfimé
odkazy na literdly (lemma s ¢islem vyznamu) v Princetonském WordNetu (PWN);

— vétSina Ceskych synsetd byla v minulém roce nalinkovédna na anglické ekvivalenty
v PWN, tzn. Ceskym synsetim ve Verbalexu bylo pfifazeno identifikacni ¢islo
(WNID) anglické synonymické fady. [4]

Kromé valenénich ramct s morfologicko-syntaktickou i sémantickou rovinou zapisu
zachycuje valencni databaze fadu dalSich informaci o Ceskych slovesech — definice jejich
vyznamu, zdznam schopnosti sloves tvofit opisné pasivum, zachyceni nékterych typid
reflexivity, znaceni slovesného vidu, informaci o uziti slovesa v pfirozeném kontextu
a jeho zafazeni do slovesné sémantické tfidy. Aktudlné Verbalex zachycuje 10 478
slovesnych lemmat, 19 360 valen¢nich rdmeti, 21 123 ridznych slovesnych vyznamu a
6 287 synset. Vychozim zdrojem jazykovych dat je pro valenéni databdzi Slovnik
povrchovych ramcG BRIEF [5] obsahujici celkem 15 tisic sloves a témér 50 tisic
valen¢nich ramci. Databdaze je dostupna v textovém formadtu, v pfevodu do jazyka XML,
v pdf verzi a pod webovym prohlizecem (htmlﬂ

! Napt. Slovnik povrchovych valenénich ramet BRIEF (FI MU), Vallex (MFF UK) [6], Slovesa
pro praxi. Slovnik nejcastéjSich Ceskych sloves. [7]

2 Formity byly pfevzaty z valenénfho slovniku Vallex (MFF UK) a upraveny pro potieby
VerbaLexu.

Dana Hlavackovd, Ale§ Hordk, Kldra Osolsobé, Pavel Rychly (Eds.): After Half a Century of Slavonic Natural Language Pro-
cessing, pp. 9199} 2009.
(© Masaryk University 2009
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2 Vysoky pocet lemmat v synsetech

V soucasné dobé je valencni databdze editovédna s cilem odstranit nékteré duplicitni zdz-
namy a sjednotit nekonzistence, oboji vzniklé v disledku manudlni anotace Verbalexu.
V souvislosti s dpravami vyvstavaji n¢které otazky a problémy, které dosud nebyly system-
aticky feseny. Jednou z nich je problematika pfili§ dlouhych synsetd, tj. synonymickych
fad s velkym poctem slovesnych lemmat. Jednd se o problém Ciste€ uZivatelsky, na strojové
zpracovani jazykovych dat v databazi nemd vyraznéjsi vliv. Dlouhé synsety jsou prob-
Iémem hlavné pro orientaci uZivatele v databdzi (Spatnd prehlednost velkého mnoZstvi
dat) a také pfi jejich zobrazovani ve webovém prohliZeci (rozdéleni synsetu na dva radky
nebo nutnost pouzivat posuvnik pro zobrazeni celého fadku). V tomto piispévku se
pokusime odpovedét na otazky, ¢im je délka synsetu ve Verbalexu zpisobena (stylem
zapisu, chybou anotatort, pestrosti ¢estiny) a jaka feSeni problému je mozné nabidnout
(synset odstranit, rozdélit, zvolit jiny zplsob zapisu). Pro potfeby tohoto piispévku jsme
pouzili vzorek 50 nejdelSich synsett ve Verbalexu, jejichz délka se pohybuje od 11 do
26 lemmat.

3 Organizace synsetu

Pfi volbé nejvhodnéjsiho zplisobu notace jazykovych dat jsme usilovali 0 moZnost
podchytit vSechny varianty tvarQ slovesnych lemmat. Soucasné vSak bylo nutné stanovit
jednotnd a jasna kritéria pro rozhodovani anotatori pfi manudlni piipravé a dpraveé
synonymickych fad. Vyslednd podoba zdpisu je tedy ovlivnéna jak charakterem
jazykového materidlu, tak potfebou jeho jasné formdalni a grafické reprezentace. Pro
stanoveni pravidel zdznamu dat byly v maximalni mife vyuzivany mluvnice, jazykové
prirucky a slovniky ve snaze omezit vliv individudlniho rozhodovani na zékladé jazykové
intuice anotéatord. Zptisob, jakym jsou organizovdna jazykova data v synsetech VerbaLexu,
podstatné ovliviluje jejich grafickou podobu a mimo jiné také jejich délku. Synonymické
fady jsou ve valencni databdzi sestaveny ze synonymnich lemmat doplnénych ¢islem
slovesného vyznamu (v souladu s notaci ve WN). Synonyma byla vybirana na zdkladeé
Slovniku &eskych synonym [8], tidaji ve Slovniku spisovného jazyka &eského (SSIC)
[9], Slovniku spisovné &edtiny (SSC) [10] a jazykovych dat v CzZWN. Pojem synonymity
ve VerbaLexu (a WN) neni vymezen jen striktnim poZadavkem moZnosti zdmény slov
v jednom kontextu, slovesa jsou charakterizovana predev§im stejnymi sémantickymi rysy,
coZ umoZnuje zahrnout je do jednoho synsetu se spole¢nou definici vyznamu. Napf.:
16zt ™"/ plazit se!™/ plizit se! ™"/

Def: pomalymi pohyby téla se pohybovat plazivé nebo Splhavé s celym télem priblizenym
k podkladu, po némz se pohyb déje

3.1 Vid

Slovesné lemma a ¢islo vyznamu nejsou jedinou charakteristikou ¢eskych sloves, kterd je
ve VerbalLexu uvedena. Pfimo v synsetu jsou zachyceny také informace o slovesném vidu.
Graficky v textové podobé valencni databaze pomoci zavorek, kdy je na prvnim misté
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uvedeno dokonavé sloveso a za nim jeho nedokonavy protéjSek, dvojice ma v téchto
pfipadech spole¢né ¢islo vyznamu. Napf.:

ZAMLCET(ZAMLCOVAT):1

Ve formatu webového prohliZzece je potom u sloves v hornim indexu uvedena znacka
pro vid (pf. - perfektivni, impf. - imperfektivni, biasp. - obouvidd) a ¢islo vyznamu je
zaznamendno dolnim indexem.

zamlZet ©/
zamlcovat P/

V pripadé, ze ma dokonava nebo nedokonava podoba samostatny vyznam, je perfektivum
nebo imperfektivam uvedeno zvlast se samostatnym ¢islem vyznamu. Napt.:

podniknout?”
podnikat:™?’

Def: uskutecnit néjaky pldn, akci
podnikat’™*/

Def: provozovat hospoddrskou cinnost

Dokonava slovesa vytvorend prefixaci od sloves nedokonavych zachycujeme ve
VerbaLexu jako vidové dvojice jen v piipadech prefixace pomoci Cisté vidové predpony,
které jsou explicitné uvedeny ve slovnicich SSC a SSJC (napf. ucesat — dok. k cesat$132).
Napt.:

ucitit?’
citit?™*/

Ostatni prefigovand slovesa, u kterych nejde o prefixaci pomoci ¢isté vidové piedpony,
zapisujeme ve dvojici se sekundarnim imperfektivem, nebo samostatné, v zavislosti na
jejich vyznamu:

vytvorit)’ tvorit! ™"/
vytvaiet)™?/

Tento zpdsob zachyceni slovesného vidu ve VerbaLexu je ovSem jednim z faktort,
které ovliviiuji délku synsetu.

3.2 Variantni lemmata

Zpisob zdpisu synsetu umoziiuje zachytit i dalsi informaci o slovesnych tvarech, a to
zdznam variantnich lemmat. Jejich zpasob grafického zapisu ma také znacny vliv na
délku synonymické fady. Rada ¢eskych sloves ma dva (n€kdy i vice) infinitivnich tvara,
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u kterych nejde o zménu vyznamu ani vidu, tvary se od sebe lisi pouze malou hlaskovou
zménou. Ve Verbalexu jsou tyto ptipady graficky zachyceny pomoci lomitek. Napf-.:

myslit/myslet,""” f

Jako variantni lemmata jsou ve valen¢ni databazi oznaceny — hldskové varianty (skrd-
bat/Skrabat, sprdskat/zprdskat, sepisovat/spisovat), morfologické varianty (moct/moci,
tlouct/tlouci) a pravopisné dublety (representovat/reprezentovat). Stejnym formalnim
zplsobem jsou zapsany také dalsi pripady, kdy vSak hlaskova zména souvisi s mirné
odlisnym sémantickym piiznakem. Jde o tvary dokonavych sloves s vyznamem jed-
norazovy/opakovany d¢€j (zapisknout/zapiskat), tvary nedokonavych sloves se vztahem
imperfektivum/sekundarni imperfektivum utvorené od prefigovaného perfektiva (umyt
- myt/umyvat), slovesa vyjadrujici déj determinovany/nedeterminovany (béZet/béhat) a
nékolik reflexivnich sloves, kterd jsou kromé pfidaného morfému -se, -si zcela homonymni
(koukat/koukat se).

Casto se v jednom synsetu setkdvaji riizné kombinace zdznamu slovesného vidu a
variantnich lemmat. Napf-.:

dolézts’
dolézat/dolizat, ™"/
pomoct/pomociif
impf

poméahat;
kouknout/kouknout se?”
koukat/koukat se)™”/

obléct/obléci/obléknout?”
oblékat'"?’

Tato seskupeni lemmat tvoii v podstaté vzdy jednu vyznamovou jednotku (maji stejné
¢islo vyznamu), uvniti skupiny se lemmata 1i$i pouze drobnymi hldskovymi zménami,
videm, pfipadné malou mirou sémantického piiznaku.

Stejnym zpisobem grafického zaznamu jsou tedy zachycena jednak skutecna variantni
lemmata a jednak piipady dvojic (skupin) sloves, u kterych nejde pouze o hlaskové
varianty infinitivu, ale netvofi ani vidové opozice nebo nejsou slovesy s vyrazné
odliSnym vyznamem. Na prvni pohled jde o pon€kud nekonzistentni zpisob fesend,
je vSak nutné si uvédomit, Ze formdlni (grafické) zachyceni jazykového materidlu pro
potieby pocitacového zpracovani vyzaduje pokud mozno jasnd a jednoduchd pravidla bez
velkého mnoZstvi vyjimek. Pfi tomto zplisobu zpracovani jazyka neni efektivni explicitné
vyznacovat jednotlivosti a zvlastnosti, je v§ak nutné umét formalné zapsana data spravné
interpretovat.
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3.3 Mozna rFeSeni

Fakta uvedend v pfedchozim textu jsou jednim z ddvodul, pro¢ znacné nardsta pocet
lemmat v jednom synsetu a stava se z néj pro uzivatele neprehledna fada sloves. Tento
problém by mohl byt feSen novym zpisobem zdpisu, ktery by ovSem nezpisobil ztratu
dilezitych informaci. Variantn{i infinitivy a vidové prot€jsky by mohly byt zaznamenany
na jiném misté v textu se zachovanou vazbou ke slovesnému lemmatu, které bude
reprezentantem vyznamové skupiny. Pfi jejich vynechéni ve formalnim zdpisu se mtize
pocet lemmat v synsetu sniZit aZ o polovinu (a vice), zapis se tak stava daleko CitelnéjSim.
Jako priklad uvadime synset, ktery s vidovymi opozicemi a variantnimi infinitivy obsahuje
19 lemmat (pro svoji délku je zde rozdélen na 2 fadky):

naduiet?’ nalit se?” napuchnout?’ natéct/natéci?”’

nalévat se/nalivat se””/ napuchat'™?/ natékat!™*’

opuchnout?”’ otéct/otéci®’ podlit se”” zduiet?’ nabéhnout:’
opuchat'™?/ otékat'™?/ podlévat se'™?/ nabihat’ ™"/

Def: zvétsit sviij objem, stdt se objemnéjsim, neZ je normdlni; vétsinou o Cdstech téla

Synset by bylo mozné zkratit uvadénim pouze jednoho zastupce vyznamové jednotky
(infinitiv zapsany na prvnim mist¢), ¢imzZ by se napf. vySe uvedend synonymicka rada
zkrétila na 9 lemmat. Informace o vidovych protéjScich a dal$ich variantich infinitivd by
bylo moZné uvadét na jiném misté v zdznamu, ptipadné je skryt a ponechat na uZivateli
moznost vyvolat jejich zobrazeni. Ve zkrdceném synsetu by byly zastoupeny pfevdzné
dokonavé podoby slovesa, z variantnich lemmat ta, ktera stoji na prvnim misté (jejich
poradi je fizeno presné stanovenymi pravidly), a nedokonavi slovesa, kterd v daném
vyznamu nevstupuji do vidové opozice. Zplsob zapisu by mohl vypadat napf. takto:
naduiet’’ nalit se?’ napuchnout?’ natéc
zduiet?’ nabéhnout?’

t/ opuchnout’’ otéct?’ podlit se?’

pf.: matécit’ Jotécit”

impf impf impf

PI napuchat™/ natékat’™"’ opuchat!™/ podiévat se’

impf.: nalévat se/nalivat se’™
nabihat}™?f

4 Prefixace

Dalsim faktorem, ktery ma vliv na délku synonymické fady, je zdznam prefigovanych
sloves, jejichZ vyznamy lze zahrnout pod jednu spole¢nou definici. Diky bohatosti prefixi
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sloves v Cestin€ pocet lemmat v synsetu Casto znané narustd, bez jejich zachyceni
by vSak byla databdze zna¢né ochuzena. Napf. v synsetu s definici: dosdhnout dohody
Jjedndnim, uzavrit smlouvu najdeme 5 lemmat, kterd vznikla prefixaci neprefigovaného
imperfektiva jednat a 5 jejich sekundarnich imperfektiv. Cely synset obsahuje celkem 20
lemmat, kromé prefigovanych podob slovesa jednat také lemmata dohodnout, dohodovat,
domluvit, domlouvat, smluvit, smlouvat, umluvit, umlouvat.

sjednat?”’ ujednat?’ dojednat?’ projednat?’ vyjednat »/

sjednavat'?/ ujednavat'™*/ dojednavat'™?’ projednavat,™*’ vyjednavat."?’

Omezit pocet prefigovanych lemmat v zapisu synsetu a pfitom neztratit Zadnou
z uvedenych informaci je ponékud obtizné. ReSenim by vsak mohlo byt napiiklad
uvedeni pouze zdkladniho neprefigovaného imperfektiva a sekundarniho imperfektiva
s pozndmkou o moznosti prefixace vymezenou mnozinou prefixti. Zapis by se mél fidit
pfesnymi pravidly, zachovat v§echny uvedené charakteristiky a umozZnit rekonstruovat
puvodni (dlouhou) podobu synsetu. Napt.:

prefl-jednat™”"  pref2-jednat) ™"’

prefi-jednavat:™?/ pref2- jednavat, "’ f

prefl {s-, u-, do-, vy-}
pref2 {pro-}

Vv

Je ovsem otazkou, zda je tento zptisob zdpisu pro uZzivatele prijatelnéjsi nez piilis dlouhy
synset.

5 Stylisticky priznak

Ve VerbaLexu je kromé sloves stylové neutrdlnich (bit, myt, sedét, atd.) zachycena také
fada sloves s riznym stylistickym pfiznakem, pfedev§im expresivnim (marodit, bastit,
Smejdit, atd.). Kritériem pro rozliSeni sylistickych pfiznakl u sloves jsou poznamky
a znacky v SSC a SSJC, které uvadeji, zda jde o slovo hovorové, knizni, basnické,
nafecni, slangové, vulgarni, uzivané zfidka atd. U vétSiny stylistickych pfiznakl (kniZni,
zastaralé, basnické, uzivané zfidka, vulgarni) je tendenci viibec tato slovesa v databazi
neuvadét. Vybér styloveé zabarvenych sloves do valen¢ni databdze se omezuje prevazné
na slovnikova hesla s pozndmkou expr. a hovor. (expresivni, hovorova), navic je jejich
pouziti omezeno frekvenci vyskytd v korpusech. Ve valen¢ni databazi se slovesa neutrdlni
i expresivni Casto nachazeji v jedné synonymické fadé, jejich synonymni vyznamy lze
totiZ zahrnout pod jednu spolec¢nou definici. Tento zptisob zdznamu ov§em opét zpisobuje
vyskyt prili§ dlouhych synsett. Napf. (pro svou délku je synset rozdélen na 2 fadky):
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spraskat/zpraskat?’ zbit5’ mlatit?”  zmydlit?’  ztiiskat?”
bity"?!  mlatit!™?’ mydlit!™? tiiskat™"?’
vypraskat}’ napraskat?’ domlatit;’ namlatit?’ zvochlovat?’ ztlouct/ztlouci?”

vochlovat!"?/ tlouct/tlouci’™’

Def: télesné ztrestat

Synset v této podobé obsahuje celkem 20 lemmat. Resenim problému nadmérné délky
synsetu zptusobené vyskytem expresivnich sloves by mohlo byt (mélo byt) rozdéleni
synonymické fady na dvé ¢asti — slovesa neutrdlni a slovesa se stylistickym pfiznakem a
explicitnim uvedenim poznamky o expresivité. Uvedeny synset by tedy mohl byt rozdélen

do dvou:

— zbit(bit), ztlouct/ztlouci(tlouct/tlouct)
— expr.: sprdskat/zprdskat, zmldtit(mldtit), zmydlit(mydlit), ztiiskat(tiiskat), vyprdskat,
naprdskat, domldtit, namldtit, zvochlovat(vochlovat)

Expresivni synset zistava stle prili§ dlouhy, Cestina je v t€chto vyznamech velmi
bohatd na synonyma (bylo by mozné doplnit jesté néktera dalsi). Jeho zkraceni bychom
mohli dosdhnout pouZitim vySe navrhovaného zdpisu vidu, variantnich lemmat a
prefixace.

Rozdé€lovéani synsetl na stylové neutrdlni a expresivni muze vSak pfinést potize
v jiné oblasti valenéni databdze. V tvodu bylo jiz zminéno, Ze k Ceskym synsetim
ve VerbaLexu byla dopliovéna Cisla vyznami (wnid) anglickych ekvivalentd v PWN.
Vysledkem prace bylo 85 % tispésné nalinkovanych synsetti a 15 % synonymickych fad,
které nebylo mo7né spojit s anglickym ekvivalentem. Slo o piipady, kdy dané sloveso
nelze viibec do anglictiny ptelozit, ptipadné Ize jeho vyznam vyjadfit pouze opisem nebo
viceslovnou frazi, vétSinou tedy nebylo mozné v PWN najit vhodny ekvivalent. Tento
problém se tykal konkrétné dokonavych sloves oznaCujicich dokonceni ¢innosti (docesat
— to finish combing, dokrmit — to finish feeding), reflexivnich sloves (maskovat se — to
disguise oneself) a pravé sloves se stylistickym pfiznakem expresivity. Pokud rozdélime
synsety ve Verbal.exu na stylové neutrdlni a expresivni, dojde patrné€ k nartistu poctu
nenalinkovanych synsett.

V nékterych vyznamech je vSak i anglictina bohatd na synonyma a expresivni vyrazy
jsou zachyceny také v PWN. V téchto pfipadech miizeme synsety i po rozdéleni provazat
s jejich anglickymi ekvivalenty. Napfiklad nasledujici synset v pdvodni (dlouhé) podobé
obsahoval 18 lemmat. Po rozdéleni na slovesa neutrdlni a expresivni ziskdme dva synsety
(10 a 8 synonym) a také jejich anglické protéjsky z PWN:

1. umiit?’ zemi¥it?’ skonat?’ zesnout?’ zahynout?’ zhynout?’ dodjchat?’
dokonat’’ odejits’

Def: prestat Zit, pozbyt Zivota (prevdiné o lidech)

wnid: ENG20-00347202-v
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PWN: die:1, decease:1, perish:1, go:17, exit:3, pass away:1, expire:2, pass:25
Def: pass from physical life and lose all bodily attributes and functions necessary to
sustain life

impf

2. dodélat?” cheipnout?’ pochcipat’ ™"/ zdechnout?’ pojit?’ uhynout?’ zcepenét’”

Def: prestat Zit, pozbyt Zivota (prevdiné o zvitatech, expr. i o lidech)
wnid: ENG20-00349254-v

PWN: kick the bucket:1, cash in one’s chips:1, buy the farm:1, conk:3, give-up the
ghost:1, drop dead:1, pop off:2, choke:12, croak:1, snuff it:1
Def.: die

6 Zaveér

Na zédkladé rozboru vzorku 50 nejdelSich synonymickych fad ve VerbalLexu byly
stanoveny faktory, které ovliviiuji jejich délku. Jde pfedevsim o zpisob zaznamu
riznych tvard slovesnych lemmat — zachyceni vidovych opozic, variantnich lemmat
a prefigovanych sloves a uvadéni sloves s rozlicnymi stylovymi priznaky v jednom
synsetu. ReSenfm prvni uvedené problematiky by mohlo byt pfeneseni informaci o vidu,
variantnich lemmatech a prefixaci do jinych ¢asti zapisu se zachovanim vSech relevantnich
udaji a moznosti zpétné rekonstrukce ptivodniho synsetu. Dlouhé synsety, ve kterych
jsou uvedena slovesa s riznym stylistickym pfiznakem, by mély byt rozdéleny do dvou
(¢i vice) synonymickych fad. V mnoha pripadech vsak ani témito navrhovanymi zménami
nedosdhneme vyrazného zkraceni synsetu, nebot’ Cestina je jazyk bohaty na synonyma.
Dlouhé synsety, které by ve VerbaLexu zustaly i po zaveden{ vSech navrhovanych zmén,
by nebyly jakousi anomalif, ale dokladem pestrosti ¢eského jazyka.

Pozitivnim vysledkem uvedeného rozboru je, Ze délka synsetii neni zpdsobena
chybami anotétord pfi vybéru synonymnich lemmat. Negativnim zji§ténim potom fakt, Ze
zobrazeni dlouhych synonymnich fad z Verbal.exu zpisobuje znac¢né potiZe i pfi piipravé
textu na toto téma.

6.1 Uplny zavér
Na vyvazeni nékterych morbidnich piikladt v ¢lanku uvadime jesté jeden vesely:

impf impf pf_ét;mpf

blahopiat: ™"/ gratulovat:™?/ poblahopiat?’ pogratulovat?’ popiat?’

Def: projevovat spolecenskou formou touhu, aby se nékomu dostalo néceho dobrého
-frame: AG<person:1>¢% | VERB PAT<person:1>%, . ABS<jubilee:1>{2" .

komu3

-example: Dana blahopreje Karlovi k vyznamnému jubileu
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Abstract. This paper describes the exploitation of dependency relations obtained
from syntactic parsing of Czech for building new Czech Word Sketch tables.
Standard Word Sketch construction process usually uses so called Sketch grammars
— a simplified process of identifying dependency relations based on regular
expressions. This may, of course, lead to errors, which should however not influence
(so much) the overall numbers computed on a very big corpus.

The paper presents an experiment of using relations resulting from full syntactic
parsing — will they perform better than the standard Sketch grammar or not?

1 Introduction

Dictionary making involves finding the distinctive patterns of usage of words in texts.
State-of-the-art corpus query systems can help the lexicographer with this task. They
offer great flexibility to search for phrases, collocates, grammatical patterns, to sort
concordances to a wide range of criteria and to identify subcorpora for searching only in
texts of a particular genre or type. The Sketch Engine [1] is such a corpus query system.
In this paper we discuss the work involved in setting up the Sketch Engine for the
new Czech corpus named CZES using two different systems for the dependency relations
discovery — the standard Sketch Grammar approach based on regular expressions, and
dependency relations obtained by means of full syntax parsing of Czech. We give a
detailed description of the various features of the Sketch Engine in relation to the Czech
language. The structure of this paper is as follows. First we give some background
information on the new CZES corpus and its setup within the Sketch Engine. Then we
discuss some general features of the Sketch Engine in Section [3|followed by a detailed
description of the work involved in setting up the Sketch Engine for the two sources of
dependency relations. We conclude with a short evaluation in the last section.

2 The New Corpus CZES

The Institute of Czech National Corpus has prepared several large Czech corpora. The
data of these corpora are provided for research only through web access, it is not possible
to add new annotation and process texts by specific batch tools. This is the main reason
Dana Hlavackovd, Ale§ Hordk, Kldra Osolsobé, Pavel Rychly (Eds.): After Half a Century of Slavonic Natural Language Pro-

cessing, pp. 101{T12] 2009.
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why a new Czech Corpus CZES was built in the Masaryk University NLP Centre. CZES
was built purely from electronic sources by mostly automated scripts and systems. The
corpus name is an acronym of CZech Electronic Sources.

Texts in the CZES corpus come from three different sources:

1. automated harvesting of newspapers (either electronic version of paper ones or
electronic only), with annotation of publishing dates, authors and domain; these
information is usually hard to find automatically from other sources;

2. customized processing of electronic versions of Czech books available online; and

3. general crawling of the Web.

The whole corpus should contain Czech texts only. There are small parts (paragraphs)
in Slovak or English because they are parts of the Czech texts. Some Czech newspapers
regularly publish Slovak articles, but we have used an automatic method to identify such
articles and remove them from the corpus.

There was no restriction on the publication date of texts. There are both latest articles
from current newspapers and 80 year old books present in the corpus.

We are adding more texts to the corpus, the current full corpus size is about 600
million word forms. To speed-up processing and research of different annotations, the
work described in this paper uses only a sample of about 85 million tokens from the
whole CZES corpus.

In order to support lexicographic searches such as searches by lemma, by part of
speech and the extraction of words belonging to a specific word class, the corpus has
been annotated with lemma and morphological tags. We have used the Czech tagger
DESAMB developed at the NLP Centre [2]. The tagger is based on morphological analyzer
AJKA [3]] and uses so called “Brno” tag-set for morphological tags.

2.1 Preparing the Corpus

The Sketch Engine input format, often called "vertical" or "word-per-line", is as defined
at the University of Stuttgart in the 1990s and widely used in the corpus linguistics
community. Each token (e.g. word or punctuation mark) is on a separate line and where
there are associated fields of information, typically the lemma and a POS-tag, they are
included in tab-separated fields. Structural information, such as document beginnings and
ends, sentence and paragraph markup, and meta-information such as the author, title and
date of the document, and its text type, are presented in XML-like form on separate lines
— see an example from CZES in Figure

A special tag, <g>, was added before punctuation marks: it has the effect of
suppressing the space character which is otherwise output between one token and the
next. (G is for "glue’ as the <g> tag ’glues’ the punctuation onto the preceding word.)

The <s> tag is used to annotate sentence boundaries and it was added by the tagger.

3 The Sketch Engine

The Sketch Engine is a sophisticated corpus query system. In addition to the standard
corpus query functions such as concordances, sorting, filtering, it provides word sketches,
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<doc id="autodesk/1995/05/7" t_main="scil" medium="cdrom"
t_orig="Software" lang="cs" title="Autodesk WorkCenter"
auth_n="Petr Kumprecht" source="CD Modrjch stranek"
d_publ="1995-10" t_sub="inf">

<head>

<s>
Autodesk
WorkCenter
</s>
</head>
<p>

<s>
Document
Management
a
Workflow
Management
System
ZacCatkem
letoSniho
roku
uvedla
spolecnost
Autodesk
na

trh

zcela
novy
systém
pro

spravu
dokumentace
<g/>

Autodesk
WorkCenter

<g/>

</s>

Autodesk
WorkCentra

Document
management
a
Workflow
management
System
zacCatkem
letosSni
rok

uvést
spolecnost
Autodesk
na

trh

zcela
novy
systém
pro

sprava
dokumentace

Autodesk
WorkCenter

kIx.

kA
kigFnPc2

k1gInScl
k1gInScl
k8xC
k1gInScl
k1gInScl
k1gInScl
k7c2
k2eAgInSc2dil
k1gInSc2
kb5eAaPmAgFnS
k1gFnScl

kA

k7c4
k1gInSc4
k6eAd1
k2eAgInSc4dil
k1gInSc4
k7c4
k1gFnSc4
k1gFnSc2

kIx,
kA
k1gInScl

Fig. 1. An example of the corpus vertical format with document meta-data.

one page summaries of a word’s grammatical and collocational behaviour by integrating

grammatical analysis[]

Based on the grammatical analysis, the Sketch Engine also produces a distributional
thesaurus for the language, in which words occurring in similar settings, sharing the
same collocates, are put together, and sketch differences, which specify similarities and

3 The Sketch Engine prefers input which has already been lemmatized and POS tagged. If no
lemmatized input is available it is possible to apply the Sketch Engine to word forms which,
while not optimal, will still be a useful lexicographic tool.
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differences between near-synonyms. The system is implemented in C++ and Python and
designed for use over the web.

Once the corpus is loaded into the Sketch Engine, the concordance functions are
available. The lexicographer can immediately use the search boxes provided, searching,
for example, for a lemma specifying its part of speech. This search is case-sensitive as
generally lemmas starting with uppercase need to be distinguished from those starting
with lower case.

‘We must note here that the quality of the output of the system depends heavily on
the input, i.e. the quality of tagging and lemmatization, which as mentioned in Section ]
is not always entirely satisfactory. According to the sources of some parts of the CZES
corpus, the texts can contain misspelled words and neologism, which are tagged by the
guesser module of the tagger.

On the results page the concordances are shown using KWIC view. With VIEW options
it is possible to change the concordance view to a number of alternative views. One is to
view additional attributes such as POS tags or lemma alongside each word. This can be
useful for finding out why an unexpected corpus line has matched a query, as the cause
could be an incorrect POS-tag or lemmatization.

It is central to the process of corpus lexicography that lexicographers often want to
insert example sentences from the corpus into the dictionary. Some corpus sentences
make good dictionary examples, but others do not. Perhaps they are too long, or too
short, or are not well-formed sentences, or contain obscure words or spelling mistakes
or abbreviations or strange characters. To find a good dictionary example is a high-level
lexicographic skill. But to rule out lots of bad sentences is easy, and the computer can
help by doing this groundwork. A new function, GDEX (Good Dictionary Example
eXtractor [4]) was added to the Sketch Engine in 2008. This takes the first 200 (by
default) sentences matching a query, scores them according to how good a dictionary
example the computer thinks they will make, and returns them in order, best first. The
scoring is done with a series of simple rules addressing the considerations listed above:
how long is the sentence; does it contain words outside the core language vocabulary;
does it begin with a capital letter and end with a full stop, exclamation mark or question
mark; does it contain an excessive number of characters other than lower-case a-to-z?
The goal is that the average number of corpus lines that a lexicographer has to read, before
finding one suitable to use or adapt for the dictionary entry, is substantially reduced, so
they rarely have to look beyond the first ten whereas without GDEX, they may often have
had to look through thirty or forty.

4 Word Sketches and the CZES corpus

Word sketches are the distinctive feature of the Sketch Engine. Word sketches are one-
page automatic, corpus-based summaries of a word’s grammatical and collocational
behaviour. Word sketches improve on standard collocation lists by using a grammar and
parser to find collocates in specific grammatical relations, and then producing one list of
subjects, one of objects, etc. rather than a single grammatically blind list.

In order to identify a word’s grammatical and collocational behaviour, the Sketch
Engine needs to know how to find words connected by a grammatical relation. For this to
work, the input corpus needs to be parsed or at least POS tagged.
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If the corpus is parsed, the information about grammatical relations between words is
already embedded in the corpus and the Sketch Engine can use this information directly. A
modification of this method was used to handle output of a syntactic parser. If the corpus
is POS-tagged but not parsed, grammatical relations can be defined by the developer
within the Sketch Engine using a Sketch Grammar.

An example of the word sketch is in Figure[2] The user can set various preferences for
the display of the word sketches. Collocates can be ranked according to the frequency of
the collocation, or according to its salience score (see [3]] for the formula used to compute
the salience). The user can set a frequency threshold so low-frequency collocations are
not shown. On the results screen the user can go to the related concordance by clicking
on the number next to the lemma.

Home||Concordance|Word List| ‘Word Slnetch‘Thesaurus Sketch-Diff]|
Turn on clustermg”More data‘ |Less data‘

s . .
da.].nlce preloaded/czes-eso freq = 3855 change options

a_modifier 970 1.0 prec po 152 17.5 prec_na522 7.5 post z92 3.6 gen 2 1008 2.9

informaéni 332 9.23 jizda 35 7.29|zacpa 88.01|Plzenn  95.73| kilometr 1089.28
spojujlct B87.51 trasa 8 6.01| havéarie £6.33/|Praha 51 5.23| reditelstvi 669.04
datowvy 346.89 jet 11 5.37|\neheda 13 6.3 lsek 1049.01
planovany 166.82 jezdit 12 5.35||jlzda 15 6.0 vystavba 1528.83
chystany B86.69 Provoz 305.31 péas 488.51
komunikaéni 17 6.38 post mezi 64 12.7 rychlost 265.07 stavba 96 7.88
rakousky 21 6.37 Praha 26 4.26| doprava 104.29 trasa 37 7.8
digitalnf 115.78 mit 81.73 pruh 126.94
plzefisky 2 5.7 post u 46 9.8 byt 201.33 budovan{ 96.41
brnénsky 95.09 Mirosovice 911.32 rozéifovan{ 96.29
budouci 84.82 pouzivan{ 126.16
némecky 244.58 adrzba 106.058

prec prep1127 2.4 post do 58 2.3 coord 195 1.2 is obj4 of 101 0.8

podél 188.31||Drazdany 10 8.55||silnice 131 9.22||zablokovat 127.73

po 1635.18 Zeleznice 10 6.85||stavét 85.76

na 681 4.62| prec Z 55 2.2

u 50 4.53| |vijezd g 8.72 post na 75 1.1 precverb 87 0.7

proti 193.88 Plzeri 14 6.37| |vést 11 3.1

z 592.72|post ve 33 1.9 |Brno 8 4.61

od 121.66||smér 20 5.72 post v 61 0.7

s 251.19 is subj of 195 0.B |Némecko 8 4.04
140.80| post verb 211 1.6 stavét 85.73||republika 8 2.09

za 80.54| vést 183.81||vést 42 5.03

o 150.45|/moct 121.26 post inf 51 0.3

pro 90.29 vést 10 2.97

Fig. 2. Word sketch for the word “ddlnice” (highway).
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4.1 Czech Sketch Grammar

In this model, grammatical relations are defined as regular expressions over POS-tags.
For example, a grammatical relation specifying the relation between a noun and a pre-
modifying adjective looks like this.

=modifier
2:"A. %" 1:"N.x"

The first line, following the =, gives the name of this grammatical relation. The 1: and
2: mark the words to be extracted as first argument (the keyword) and second argument
(the collocate).

The result is a regular expression grammar which we call a Sketch Grammar. It allows
the system to automatically identify possible relations of words to the keyword. These
grammars are of course less than perfect, but given the errors in the POS-tagging, this is
inevitable however good the grammar. The problem of noise is mitigated by the statistical
filtering which is central to the preparation of word sketches.

The first version of the Czech Sketch Grammar was created in the early stage of the
Sketch Engine development [1]]. It was prepared for the “Prague” tag-set used in the
Czech National Corpus. We have adopted the grammar to match the Brno annotation.

When the corpus is parsed with the grammar, the output is a set of tuples, one for
each case where each pattern matched. The tuples comprise (for the two-argument case),
the grammatical relation, the headword, and the collocate, as in the third column in the
table. This work is all done on lemmas, not word forms, so headword and collocate are
lemmas.

As can be seen from Table|l| grammatical relations in the Czech Sketch Grammar
are of four types, i.e. regular (one way dependency relation), symmetric (between two
items with equal status), dual (between two items with dependent relations), trinary
(between three dependent items). The sketch engine also supports unary relations but
these are not used in the Czech Sketch Grammar. Unary relations are used to extract
certain complementation patterns. For instance, a lexicographer would like to know that a
verb is frequently followed by a relative clause starting with Ze (that) or that a noun is
preceded by an article or not.

Dual relations are the most common. They work similarly to symmetric relations but
inversing a dual relation results in a different grammatical relation. A typical dual is the
pair, "verb and its object" and "noun and the verb it is object of".

Figure [2[shows the resulting word sketch for word ddlnice (highway)ﬂ We can see
that the discovered collocations can say a lot about the document sources — here, the most
frequent adjective modifier of ddlnice is informacni (information highway). An interesting
evidence of the state of Czech highways is the list corresponding to the preposition na
(at), which contains zdcpa (traffic jam), havdrie (crash) and nehoda (accident) as its top
entries.

The Czech Sketch Grammar generates about 46 million triples (dependences) from
the 85 million token corpus.

* The word sketch is about two times bigger with the default options.
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Table 1. The Czech Sketch Grammar grammatical relations

Relation

\ Example

\Triple(s)

symmetric relations

COORD

regular relations

silnice a dalnice
roads and highways

(coord,silnice,ddlnice)
(coord,délnice,silnice)

PREC_VERB

POST_VERB

POST_INF

PREC_PREP

POST_PREP

dual relations

v blizkosti vede ddlnice

a highway is nearby

délnice vétSinou vede obcemi
highway usually goes through
cities

kudy méla nové dalnice vést
where should the new high-
way go

telefony podél délnic

phones along highways
délnice pfed Prahou

the highways in front of
Prague

(prec_verb,dalnice,vést)

(post_verb,délnice,vést)

(post_inf,d4lnice,vést)

(prec_prep,délnice,podél)

(post_prep,ddlnice,pied)

IS_SUBJ_OF/HAS_SUBIJ
IS_OBJ2_OF/HAS_OBIJ2

IS_OBJ3_OF/HAS_OBIJ3

IS_OBJ4_OF/HAS_OBJ4

IS_OBIJ7_OF/HAS_OBJ7

GEN_1/GEN_2
PASSIVE/SUBJ_OF_PASSIVE
CATEG1/CATEG?2
AJINE1/AJINE2
BYT_ADJ/SUBJ_BYT
A_MODIFIER/MODIFIES

trinary relations

kudy délnice povede

where will the highway go
co se tykd dalnice

what applies to highway
situace pfinese dalnici ...
the situation brings new pos-
sibilities to the highway
kamion zablokoval dédlnici
truck blocked the highway
vl4d4 se zabyva ddlnicemi
the government deals with
highways

délnice budoucnosti
highway of the future
preplnéna délnice

crowded highway

délnice je typ silnice
highway is a type of a road
ddlnice a jiné projekty
highways and other projects
délnice byla namrzla

the highway was frosty
informacni ddlnici
information highway

(is_subj_of,dalnice,vést)
(has_subj,vést,dalnice)
(is_obj2_of,délnice,tykat se)
(has_obj2,tykat se,ddlnice)
(is_obj3_of,délnice,ptinést)
(has_obj3,prinést,délnice)
(is_obj4_of,dalnice,zablokovat)
(has_obj4,zablokovat,ddlnice)
(is_obj7_of,ddlnice,zabyvat se)
(has_obj7,zabyvat se,délnice)

gen_1,ddlnice,budoucnost)
gen_2,budoucnost,dalnice)
passive,preplnit,dalnice)
subj_of_passive,ddlnice,pfeplnit)
categl,délnice,silnice)
categ?2,silnice,ddlnice)
ajinel,dalnice,projekt)
ajine2,projekt,délnice)
byt_adj,namrzly,dédlnice)
subj_byt,dédlnice,namrzly)
a_modifier,ddlnice,informacni)
modifies,informacni,délnice)

(
(
(
(
(
(
(
(
(
(
(
(

POST_*

PREC_*

na dalnici v Némecku,

at the highway in Germany
u vyjezdu z délnice

at the highway exit

(post_*,ddlnice,Némecko,v)
(post_v,dédlnice,Némecko)

(prec_*,délnice,vyjezd,z)
(prec_z,ddlnice,vyjezd)
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4.2 Dependency Relations from Syntactic Parser

The Czech syntactic parser synt [6l7] is developed in the Natural Language Processing
Centre at Masaryk University. The parsing system uses an efficient variant of the head
driven chart parsing algorithm [8]] together with the meta-grammar formalism for the
language model specification. The advantage of the meta-grammar concept is that the
grammar is transparent and easily maintainable by human linguistic experts. The meta-
grammar includes about 200 rules covering both the context-free part as well as context
relations. Contextual phenomena (such as case-number-gender agreement) are covered
using the per-rule defined contextual actions. The meta-grammar serves as a basis for a
machine-parsable grammar format used by the actual parsing algorithm — this grammar
form contains almost 4,000 rules.

Currently, the synt system offers a coverage of more than 92 percent of (common)
Czech sentence{] while keeping the analysis time on the average of 0.07s/sentence.

Besides the standard results of the chart parsing algorithm, synt offers additional
functions such as partial analysis (shallow parsing) [10]], effective selection of n-best
output trees [8]], chart and trees linguistic simplification [[L1], or extraction of syntactic
structures [12]]. All these functions use the internal chart structure which allows to process
potentially exponential number of standard derivation trees still in polynomial time.

Apart from the common generative constructs, the metagrammar includes feature
tagging actions that specify certain local aspects of the denoted (non-)terminal. One
of these actions is the specification of the head-dependent relations in the rule — the
depends () construct:

/* Cernd kocka (black cat) */
np — left_modif np
depends ($2,$1)
/* tieba (perhaps) */
part — PART
depends (root, $1)

In the first rule, depends($2,$1) says that (the head of) the group under the
left_modif non-terminal depends on (the head of) the np group on the right hand
side. In the second example, depends (root,$1) links the PART terminal to the root
of the resulting dependency tree. The meta-grammar allows to assign labels to parts
of derivation tree, which can be used to specify dependencies “crossing” the phrasal
boundaries. The synt system thus allows to process even non-projective phenomena,
which would otherwise be problematic within a purely phrasal approach.

The relational depends actions sequentially build a graph of dependency links
between surface tokens. Each call of the action adds a new edge to the graph with
the following information about the dependent group:

1. the non-terminal at the top of the group (Left_modif or np in the example above),

2. the pre-terminal (word/token category) of the head of the group, i.e. the single token
representing the group, and

3. the grammatical case of the head/group, if applicable.

3 measured on 10,000 sentences from the DESAM corpus [9].
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9999-ROOT

8-, 12-.
FSZABBRNSNRL
4

9-zvysil
A

ss/VRL ss/VRL IVRL/R \ VRL/N1
1-piibyly 5-odstranily 10-se 11-vykon

intr/ADV N‘HNI VRJ:T\VRLJNI

0-Vzdy intt/PRONUL | 3-funkce 6-se 7-nedostatky
A_mmﬁﬁPRONUI
2-nekteré

Fig. 3. An example of synt dependency graph output for the sentence “VZdy pribyly
nékteré funkce, odstranily se nedostatky, zvysil se vykon.” (Each time new functions were
added, drawbacks were removed, the power increased).

An example list of such dependency relations for a corpus sentence “VZdy pribyly nékteré
funkce, odstranily se nedostatky, zvysil se vykon.” (Each time new functions were added,
drawbacks were removed, the power increased) may look like this:

from label to from label to
0 intr/ADV 1 5 ss/VRL 4
1 ss/VRL 4 6 VRL/R 5
2 intr/PRONU1 1 7 VRL/N1 5
2 left_modif/PRONU1 3 9 ss/VRL 8
3 intr/N1 1 10 VRL/R 9
4 ss/ABBR1 8 11 VRL/N1 9

The corresponding dependency graph of this sentence is depicted in Figure 3]

We can see that the information in these relations contains more details that come from
the parsing process. However, not all details bring the same amount of linguistic adequacy
—e.g. distinguishing 1left_modif/ADJ1 and left_modif/ADJ2 does not bring any new
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informationE] whereas intr/N1 links to verbs where the dependent group is a subject
and intr/N4 lists objects in accusative.

Within the experiment of parsing the CZES corpus (about 4 million sentences), we
have obtained more than 52 millions of dependency relations.

4.3 Thesaurus

Once the corpus has been parsed and the tuples extracted, we have a very rich database
that can be used in a variety of ways.

We can ask "which words share most tuples", in the sense that, if the database includes
both (gramrel,wy,w) and (gramrel,ws,w) (for example (prec_na,ddlnice, provoz)
and (prec_na, silnice, provoz)), then we can say that w; and wy share a triple. A shared
triple is a small piece of evidence that two words are similar. Now, if we go through the
whole lexicon, asking, for each pair of words, how many triples do they share, we can
build a ’distributional thesauruses’, which, for each word, lists the words most similar to
it (in an approach pioneered in [[13l14]]). The Sketch Engine computes such a thesaurus.
A thesaurus entry for ddlnice obtained from the standard Sketch Grammar starts Withﬂ

— silnice (road)

— Zeleznice (railway)

— trasa (path), trat’ (route), most (bridge)

— elektrarna (power station), komunikace (communication), vozovka (pavement),
ropovod (pipeline)

— infrastruktura (infrastructure)

The same thesaurus entry computed with the dependency relations obtained from syntactic
parsing looks like:

silnice (road)

ropovod (pipeline), tunel (tunnel), trasa (path)

vozovka (pavement), infrastruktura (infrastructure), most (bridge), Zeleznice (rail-
way), trat’ (route), komunikace (communication)

draha (line)

elektrarna (power station)

The main synonym silnice stays the same, but other similar words are grouped in different
order. Evaluation of these two approaches, however, needs further studies from both
grammarian and lexicographer’s point of view.

5 Conclusion

We have loaded the CZES corpus into the Sketch Engine. The process was designed to
support various lexicographic tasks at the Masaryk University NLP Centre.

The distinctive feature of the Sketch Engine are its word sketches. The standard way
to set them up for Czech involved writing a Sketch Grammar to define the set of Czech

® It just says that the collocation adjective+noun was in nominative or genitive.
7 The words are grouped according to the thesaurus score.
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Grammatical relations. Each grammatical relation is defined using a regular-expression
grammar over part-of-speech tags. The paper documents the grammatical relations for
Czech.

Another way of defining word sketches, that was experimentally tested, lies in
using dependency relations obtained from full syntax parsing of Czech. The resulting
dependency relations provide further levels of details coming from the parsing process
at the place of the relation label. What remains to be done is to prepare a linguistically
justified translation of these labels to provide the most adequate information based on the
parsing results.
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Syntakticka struktura Petr byl boxovat: Ceské specifikum,
nebo evropské univerzale?*
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(vénovano Karlovi, ktery mné kdysi ukazal, Ze lingvisticky myslet se d4 i s matematickou
exaktnosti, a taky
méstlim V. a V., které mné letos umoznily proZit v nich esteticky krasny zazitek)

Abstract. The syntactic structure Petr byl boxovat(Petr be-3.sg.past box-Inf):
a Czech specific or European universal?

The goal of the study is to give an answer to the question whether Czech
constructions BE InfP of the type Petr byl boxoval and constructions BE InfP
in eight other European languages (e.g. Italian Gianni e a boxare, German Jan ist
boxen, Swedish John dr och boxar etc.) represent a linguistically specific variant
of one structure generated by principles of Universal Grammar. On the basis of
different syntactic behavior of the constructions BE InfP it is concluded that in
Czech it is a construction with a deep structure other than that in the rest of the
languages, which explains why the Czech construction is semantically interpreted
as a resultative whereas the construction in the other languages is interpreted as
an absentive (in the sense of de Groot). A different syntax and semantics of a
construction with an identical surface structure provide at the same time a support
for the assertion that identical surface structure in various European languages
(Indo-European and non-Indo-European) is not associated with what is known as
languages in integration and integration is languages.

V této studii mam tento dkol: podat deskriptivni analyzu jednoho typu ceskych struktur
obsahujicich ESSE (tj. byt), totiz takovych, v nichZ ESSE bere za sviij komplement
Inf(initiv)P(hrase). Nechdm-li ted’ stranou konstrukci s dvéma infinitivy typu Loupiti neni
koupiti, protoZe je to struktura syntakticky méné zajimava, zbyvaji ndm v moderni Cestiné
Ctyfi typy konstrukei s ESSE InfP: (2), jejiZ syntax se patrné Cesti native speakers musi
naucit empiricky (v€etné distribuce prézentnich tvard ESSE a InfF ukazované v prikladu),
a (1), (3) a (4), jejichZ syntax CeSti native speakers umeji na zdklad€ nabyti parametrizace
univerzalnégramatickych principd, a tedy uméji tyto struktury z jednotek uloZenych
v lexikonu (at’ uz je organizovan jakkoli) tvofit, a taky sémanticky interpretovat:

(1) Petr bude fotografovat Ilonu z lod’ky

(2) Viem lidem jest/*je umfiti/* umiit

(3) Petr byl lovit ryby ze biehu

(4) Petr byl vidét ze biehu

* Studie vznikla v rdmci feSeni projektu Integrace v jazycich — jazyky v integraci, podporovaného
GA CR grantem &. 405/07/0652.

Dana Hlavackovd, Ale§ Hordk, Kldra Osolsobé, Pavel Rychly (Eds.): After Half a Century of Slavonic Natural Language Pro-

cessing, pp. 113124} 2009.
(© Masaryk University 2009
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Mym tkolem bude rozebrat ceskou konstrukci ESSE InfP v (3 zjistit, zda
konstrukce s identickou (povrchovou) syntaxi a se stejnou sémantickou interpretaci
existuje i jinde, a pokud existuje ve vice evropskych jazycich, pak odpovédét na
otdzku, zda (3) pfesto predstavuje Ceské specifikum, nebo je vysledkem néjakého
integracniho procesu fizeného univerzdlnégramatickymi principy a nastartovaného
jazykovym kontaktem.

Vyjdu z truismu: sloveso ESSE, vidéno naprfi€ jazyky, ukazuje maximum ideosyn-
kratickych rysd, a to morfologickych (napf. vyznacuje se maximalni supletivitou — a
defektivnost paradigmatu je typicka pro funkéni kategorie) i — a to bude ted’ dilezité — syn-
taktickych: vyznacuje se minimdlné restriktivni selekci komplementu: NP/DP, AP/DegP,
AdvP, PP, VP. Budu-li komplementy ESSE charakterizovat zdkladnimi kategoridlnimi
rysy N(omen) a V(erbum) jejich lexikdlnich hlav, miZeme na tomto zakladé dospét
k néjaké kontrolovatelné syntaktické klasifikaci ESSE:

ESSE; selektujici yompi[+N, £V], tj. NP/DP (Jd jsem profesor/-em fyziky) a AP/DegP
(Jd jsem starsi nez ty o 24 let)

ESSE, selektujici rompi[-N, +V1, tj. VP: I-ParticipiumP (Jd jsem prisel), InfP (Jd
Jjsem zase vidét, Jd budu zase videér)

ESSE3 selektujict ompi[bez kategoridlnich rysii N a V], tj. AdvP (Jd jsem doma)

ESSE selektujici ompi[PP], tj. strukturu, jejiz lexikdlni hlavou je (za pfedpokladu, Ze P je funkni kategorie)
prototypicky N, tj. komplex rysi [+N, -V], musi mit stejné vlastnosti bud’ jako ESSE; selektujici g ompi[+N, £V] (Jd
Jjsem ucitel / na blondynky), nebo jako ESSE3 selektujici jom pi [bez kategoridlnich rysi N a V], protoZe P jakoZto funkéni
kategorie rysy N a V nemad (Jd jsem doma / na fakulté).

Tyto pro lexikalni sloveso netypické vlastnosti ESSE jsou samoziejmé notoricky
znamé uz z klasickych gramatik, v nichZ se podle nich rozliSuji taky tfi ESSE jako
-pomocnd slovesa“: ESSE;, zndmé pod oznacenim kopula (ESSECOP), ESSEs, oznacované
v kookurenci s 1-participiem jako auxilidr (ESSE,,..), v kookurenci s infinitivem rizné, a
ESSEj; (existencni a lokalizacni, event. i posesivni, jako v rusting), které se chape bud’
jako varianta ESSE,,, nebo jako lexikdIni slovesoﬂ

Podivdme-li se na ESSE; — ESSE3, snadno zji§t'ujeme, Ze mezi kategoridlnimi
pozadavky ESSE na selekci komplementu a morfofonologickymi a morfosyntaktickymi
vlastnostmi takto syntakticky rozdilnych ESSE existuje zjevna korelace.

Prvni vlastnosti, kterou budu pii sledovani zminéné korelace reflektovat, je to,
Ze ESSE je (analyzovano jako) sloveso, které ma s finitni morfologii dvé supletivni
subparadigmata, kterd se 1is{ riznymi hodnotami rysu [aspekt]; srov. Migdalski (2006) a
mnoho jinych (i z okruhu diachronie) pfed nim.

Nejprve budu pozorovat ESSE budu. Za standardni se dnes pokladda analyza, podle
niz ve struktufe [bud-e-u > budu, bud-e-§, bud—e-@ﬂ vyjadfuje sada flexéma {-u, -§,
-@, -me, -te, -ou} rys [-minulost], stejné jako napf. u lexikdlnich sloves: hnét-e-u

I Ctendf zatim miiZe hadat, prog jubilantovi vénuji jako dérek popis pravé této konstrukce. Dozvite
se to, budete-li ¢ist moji studii aZ do konce.

% Nejvétsim kandiddtem na to, aby ESSE bylo poklddano za lexikélni kategorii, je ESSE existenéni
(tzv. there is-konstrukce); jsou nicméné dobré diivody pro to, aby i toto ESSE bylo analyzovano
jako spona (viz Blaszczak(ovd), 2008, mezi jinymi taky Karlik, 2009).

3 Thematicky vokal (v tomto piipadé -e-) je vypoustén, jestlize se dostane do piimého kontaktu
s persondlné-numerdlni koncovkou za¢inajici vokdlem: bud-e-u > budu; tato regularita je zndma
jako Jakobsonuv zdkon, viz Halle — Matushansky(ova) (2006).
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Tabulka 1. Formy 1.0s.sg. slovesa ESSE v pritomném case

imperfektivum|perfektivum
prézens jsem budu

> hnétu, hnét-e-§, hnét-e-@. .., a kofen /BUD je nositelem rysu [+perfektivnost]E]
Kombinace rysu [-minulost], vyjadfovaného flexémem, a rysu [+perfektivnost] derivuje,
jak zndmo, normdlné tzv. futurdlni interpretaci morfologické struktury obsahujici tyto
rysy. U lexikdlnich sloves plati, Ze je-li rys [+perfektivnost] vlastnosti kofenu/kmenu,
pak je pfistupnd interpretace, Ze uddlost zane a dosdhne zavrZzeni po okamZiku
promluvy, srov. dd-m, bodn-u, koupi-m (AZ mu ddm ten dopis, zavoldm ti). Je-1i rys
[+perfektivnost] do struktury slova doddn mergovanim lexikalniho prefixu, je pfistupna
interpretace, Ze udédlost dosahne zavrzeni po okamziku promluvy, a nic se nefikd o tom,
zda probihd v okamZiku promluvy, nebo neprobihd: do-pis-u (AZ dopisu ten dopis,
zavoldm ti). Z toho lze predikovat interpretaci bud-u: protoze bud-u vyjadiuje rysy
[-minulost] [+perfektivnost] (a ted’ nedtleZité phi-rysy) a rys [+perfektivnost] vyjadfuje
kofenem/kmenem, mélo by poskytovat interpretaci futurdlni takovou jako ddm, tj. Ze
udélost zacne po okamziku promluvy, tj. neprobihd v okamziku promluvy. Data to
potvrzuji: AZ budu psdt ten dopis, zavoldm ti.

Infinitivni komplement, ktery bud-u bere, musi mit ovSem rys [—perfektivnost] (5),
coz znamena, Ze je-li tento aspektovy poZadavek splnén rysem jiného nez lexikalniho
slovesa, napf. modélniho slovesa jako v (6), lexikdlni sloveso miZe uZ byt pfirozené vidu
nedokonavého i dokonavého:

(5) Petr bude ,p ppsdt / ,r*napsat dopis

(6) Petr bude ;,y,;, ymuset j,,, ppsat / , ynapsat dopis

Kontrast v (7), vyuZivajici durativni adjektiva, pak ukazuje, Ze komplex [bud-u
MOD VP] mitiZe byt interpretovan jako imperfektivum (a), nebo jako perfektivum (b),
v zavislosti na aspektu lexikalniho V:

(7) (a) Petr bude muset psat dopis hodinu / *za hodinu

(b) Petr bude muset napsat dopis *hodinu / za hodinu

V analytickych modelech s rozSifenymi projekcemi (minimdlné liSici doménu
lexikdlni a doménu/y funk¢ni) se na zdkladé téchto (a dalSich) empirickych dat standardné
predpoklada, ze ESSEy, 4, je do struktury — jakoZto funkéni kategorie — mergovano

* Tato analyza je v souladu s diachronii. Kofen, ktery je vidét ve struktuie [\/BUD-e-ﬂexém]
mél, jak zndmo, ve stsl. podobu ,/BOD, a podle Whaley(ové), 2000, je nosovka o stsl.
,haslednikem* nazalniho konsonantu v pozdni protoindevropsting, tedy: ide*\/BHﬁ-N-D >
stsly/BOD > gi/mé /BUD. Zavazné je ovSem pravé autorcino zji$téni, Ze ide. nazalni konsonant
byl infix s rysem [+perfektivnost]. Ve stsl. je ostatné viditelny u nékolika sloves vyjadiujicich
inchoativnost (typ: sedo). Z toho vyplyva, Ze stsl. kofen /BOD byl nositelem deskriptivniho
vyznamu (,,stit se) a aspektového rysu [+perfektivnost] a v syntaktickém procesu (kdo chce,
mize mu fikat gramatikalizace) dochdzelo k ,,vyblednuti“ jeho deskriptivniho vyznamu, takze
struktura [\/BUD-e-ﬂexém] je — po zavrseni procesu gramatikalizace — nositelem jen rysd
gramatickych: [-minulost] [+perfektivnost] (a phi-ryst).
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v doméné 1, a to v hlavé funkéni projekce F° pod I°, pficemz F’je hlavou hostici rys
[aspekt: impf] a je pod hlavou hostici polaritu (negaci): Petr nebude spdit.

Nyni midZu pfistoupit k rozboru druhého ¢lenu subparadigmatu z Tab. |1} k ESSE
jsem. Shoda panuje v tom, Ze ve struktufe [js-e-flexém] vyjadiuje sada flexémt rys [—
minulost] a kofen /J {] je nositelem rysu [+imperfektivnost]. ESSE jsem je k dispozici
ve dvou kontextech: (a) v kookurenci s 1-participiem, tj. jako ESSE,,,,, je interpretovano
jako nositel phi-ryst a celd konstrukce ma (dnes) ideosynkreticky rys [+minulostﬂ
(b) v kookurenci s NP/DP, AP, PP a AdvP, tj. jako ESSE.,,, je interpretovdno
kompoziciondlné na zdklade rysu flexému a kofenu jako nositel rysu [-minulost] (a
phi-rysi), tedy stejné jako to¢-i-m, srov. kontrast v (8):

(8) (a) Ja jsem rozbil vazu vcera / dnes / *zitra

(b) J4 jsem ucitel *vcera / dnes / zitra

Pripomenu, co kazdy vi, Ze jsem. .. v kontextu (a), tj. ESSE,,,, m4 jiné morfologické
tvary nez jsem. .. v kontextu (b), tj. ESSE.,:

9) (a) 1.0s.sg.: ja jsem / #dialgy chvdlil x (b ) jajsem/ dialgy chvélen / uditel / doma

substandardjs isem chvélil x *j4 jsem chvalen / ucitel / doma
2.0s.sg. koho jsi / kohos chvalil?  x kym jsi / *kyms chvilen?

chvalil *(i)seé % substandardchvélen (j)seé
3.0s.8g. chvdlil @ / *je x chvdlen / ulitel /doma *@ / je

A doplnim jesté dalsi notoricky zndmy fakt, Ze jsem v kontextu (a) je klitika, kdeZto
v kontextu (b) nikoli, viz kontrast v (10), a Ze v kontextu (a) nemtiZe byt hostitelem
negalni Céstice ne-, zatimco v kontextu (b) jim byt miZe, srov. kontrast v (11):

(10) (a) chvdlil jsem — *jsem chvdlil

chvdlen jsem — jsem chvdlen, vodnici jsou — jsou vodnici?
(11) (a) chvdlil *nejsem — nechvdlil jsem
(b) chvdlen nejsem / nejsem ucitel/em

Co tato data prozrazuji o konstrukci (3), kterou chci poznat? Pripomenu, Ze
z hlediska selekénich pozadavkd ESSE by konstrukce (3) — a taky (1), (2) a (4) — mély
obsahovat ESSE funk¢ni, tedy ukazujici vlastnosti, jaké jsou typické pro ESSE,,,,.. ESSE
v konstrukei (1), jak jsme vidéli, tuto predpovéd’ spliiuje. Nez ptistoupim k rozboru (3),
porovnam vsechny konstrukce (1) — (4).

(a) UZ prvni intuice, kterou ma Cech o konstrukcich ESSE InfP v (1) — (4), napovida,
Ze (1) stoji v opozici k (2) — (4): v povrchové (= slysitelné) struktuie vét (2) — (4)
je pritomno méné elementi, nez kolik jich pfi sémantické interpretaci té€chto vét
vyrozumivame, zatimco v (1) tomu tak neni. Zcela neformdlné 1ze postihnout vyznamy
vét (2) — (4) parafrdzemi:

(2) Vsem lidem jest umfiti

rozumime tak, Ze ,,povrchovy dativni subjekt véty musi vykonat to, co oznacuje
infinitivn{ VP, aniZ by byl vyjadien pivodce modality nutnosti

(3) Petr byl lovit ryby ze biehu

rozumime tak, Ze ,,povrchovy nominativni subjekt vety se vzdalil z mista X, ve vete
neoznaceného a ani neoznacitelného, za dcelem vykondni toho, co oznacuje infinitivni

> Koten uvadim v této podobé, protoZe nemam diivod uvadét ho v podobg ide. nebo prasl.
¢ Diachronni vyklad viz nap¥. Kope¢ny (1955), novéji Migdalski (2006).
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VP, na misté Y, a toto misto Y opustil, anizZ by bylo vyjadfeno, zda to, co oznacuje VP,
vykonal*

(4) Petr byl vidét ze biehu

rozumime tak, Ze ,,povrchovy nominativni subjekt véty bylo mozné vizudlné vnimat,
aniz by byl vyjadfen nositel moZnosti vnimat a pivodce modality moZnosti vnimat*

(b) Z hlediska povrchové syntaxe ukazuje unikatni vlastnosti konstrukce (2), majic
povrchovy dativni subjekt, protoZe zbyvajici konstrukce maji nominativni subjekt.

(c) Mezi konstrukcemi s nominativnim subjektem (1), (3), (4) ma syntakticky
specifické vlastnosti konstrukce (4), protoZe jeji povrchovy nominativni subjekt je
internim argumentem infinitivniho slovesa, a jeho realizace v pozici subjektu slovesa
ESSE je jen alternativou k primdrni realizaci v pozici akuzativniho objektu; srov. analyzu
v Caha & Karlik (2005). V (1) a (3) je naproti tomu nominativni subjekt interpretovan
jako subjektovy argument infinitivniho slovesa (ktery se posunul do [Spec IP])E]takie
nahrazen akuzativnim objektem byt nemuize:

(4a) Ilona / Ilonu bude vidét z brehu

(1a) Ilona / *Ilonu bude lovit z biehu

(3a) llona / *Ilonu byla/*o lovit z biehu

(d) Podezreni, Ze (1) a (3) by mohly byt syntaktické struktury se spole¢nymi
vlastnostmi, kterymi se odlisuji od (2) a (4), je podepieno i tim, Ze sdileji dalsi vlastnost,
kterou (2) a (4) nemaji, totiZ maximéalné restriktivni Casovou interpretaci: v konstrukci
typu (1) je moZné jen budu, zajist' ujici futurdlni interpretaci verbdlniho komplexu, v (3)
je naopak dovolena urcité interpretace minuld, zajiSt ovand tim, Ze je v ni konstrukce
ESSE, .y jsem l-participiunﬂ a mozna je dovolena interpretace pritomnd, urcité je ale
nepfistupnd interpretace futurdlni:

(1b) Petr *byl / *je / bude lovit

(3b) Petr byl / *je / *bude lovit

(2b) Vsem lidem / bylo / je / bude umfiti

(4b) Petr / Petra byl/-o / je / bude vidét

Hypotézu, Ze by (1) a (3) mohly byt syntaktické struktury se spole¢nymi vlastnostmi,
vyvraceji ovSem presvédciveé data ukazujici rozdily mezi (1) a (3):

(e) V (1) ma ESSE jen tvar bud-u/-es ... (viz (1¢)), kdeZto v (3) md k dispozici nejen
formy interpretované jako minuly Cas slovesa ESSE, ale taky infinitiv a kondiciondl, viz
(3¢):

(1c) Budu lovit sumce

(3¢) Byl jsem lovit sumce / Musel jsem byt lovit sumce / Byl bych lovit sumce

7 Srov. taky riznou interpretaci (3) llona byla lovit (= ,,Ilona je ta, kdo lovil) x (4) llona byla
vidét (# ,llona je ta, kdo vidél“, nybrz = ,Ilona byla ta, koho bylo mozno vidét®). S tim souvisf i
kontrast ukazujici komplementarni distribuce infinitivnich sloves: sloveso, které je mozZné v typu
(4), je v typu (3) vylouceno, a vice versa: (4) Petr byl vidét / slySet / citit / *lovit / *pracovat /
*nakupovat X (3) Petr byl *vidét / *slySet / *citit / lovit / pracovat / nakupovat.

8 Spravnost pozadavku, aby konstrukce méla vyznam minulosti, je podporovana piikladem, ktery
ukazuje, Ze v kombinaci s moddlnim slovesem musi mit modaln{ sloveso tvar minulého Casu a
pro konstrukci je pfistupnd pouze epistémickd, nikoli deontickd interpretace; srov. (3) Petr musel
byt lovit / Petr *must byt lovit X (4) Petr musel byt vidét / Petr musi byt vidét. Vysvétleni pro to
zatim nemam.
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(f) V (1) je ESSE mergovano nad moddlnim slovesem, takZe modaln{ sloveso ma tvar
infinitivu, zatimco v (3) je modalni sloveso mergovano nad ESSE, takze tvar infinitivu
ma ESSE:

(1d) Ty bude§ muset nakoupit

(3d) Ty jsi musel byt nakoupit

(g) V (3) existuje omezeni na komplementaci ESSE syntaktické: dovoleny jsou
infinitivy sloves s externim argumentem, ktery ma déj pod svou kontrolou (srov. (3e)
X (3e’))ﬂ zatimco v (1) je jedinou podminkou komplementace, aby infinitiv byl od
nedokonavého slovesa, srov. (1le) x (1e’):

(3e) Petr byl chytat / nachytat ryby (e’) Petr byl *z4avidét Marii

Petr byl *byt pochvélen feditelem
Petr byl *jet do Prahy / *jit do kina
*Onoe,p bylo priet
(1e) Petr bude chytat / *nachytat ryby (e’) Petr bude zavidét Marii
Ono g bude priet

Zatim jsme dospéli k tomu, Ze kazda z konstrukci ESSE InfP z katalogu (1) —
(4) ma unikatni syntaktické vlastnosti, a tedy i unikatni syntaktickou strukturu a z ni
derivovatelnou sémantickou interpretaci.

Pro dalsf analyzu konstrukce typu (3) Ize vyjit z kontrastu, ktery uz jsme zaregistrovali
(viz pozn. 8), a ted’ opakuji v (12): pouze (a) je s interpretaci, o kterou ndm jde, gramaticky
spravné (zatimco (a’) je gramaticky spravné s interpretaci modalni):

(12) (a) byl nakoupit x (a’) *byl vidét

Nové vyuZijeme pozorovani, Ze pouze v (a), tj. v konstrukei typu (3), nikoli v (a’), tj.
v konstrukci typu (4), je mozné misto byl uZzit slovesa Sel (s vyznamovou zménou, viz
dale):

(13) (a) byl nakoupit — (b) Sel nakoupit

(a’) *byl vidét — (b’) *Sel vidét

Lze tedy vyslovit hypotézu, Ze konstrukce ESSE InfP Byl nakoupit je v n¢jakém
vztahu k MOVERE InfP Sel nakoupi a deskriptivné formulovat tento vztah jako
jednosmérnou implikaci:

JestliZe je moZn4d konstrukce MOVERE InfP, tak je moZn4 konstrukce ESSE InfP.

Pokud jde o sémanticky vztah mezi (a) MOVERE InfP a (b) ESSE InfP, 1ze pozorovat
toto:

Shoda mezi (a) MOVERE InfP a (b) ESSE InfP je v tom, Ze obé konstrukce
interpretujeme tak, Ze povrchovy nominativni subjekt véty se vzddlil z mista X, ve
vété neoznaceného, za icelem vykondni toho, co oznacuje infinitivni VP, na misté Y, aniz

° S neakuzativem je — podle mnoha Cechii — konstrukce moZna, pokud lze interni argument
v pozici subjektu interpretovat tak, Ze ma nad déjem kontrolu: Teta byla hubnout v Ldznich
Lipova.

10V tomto okamziku taky prozrazuji, pro¢ studie, kterou vénuji jubilantovi, zkoum4 konstrukce
typu Petr byl lovit ryby. Karel Pala stdl totiZ u kolébky ceské formdlni gramatiky a jeden z jeho
dodnes vlivnych a citovanych ¢lankt se zabyva v povrchové syntaxi viditelnymi slovesy pohybu
(Pala, 1972). Ja ted’ priddvam rozbor struktur s v povrchové syntaxi sice neviditelnym slovesem
pohybu, ale obsahujicich rys MOVERE ve své podkladové struktufe.
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by bylo feceno, zda udalost popisovana InfP nastala (to infinitivni morfologie slovesa
umoziuje)

(14) (a) Ilona Sla/jela rano nakoupit, ale protoZze méli zavieno, nic nekoupila

(b) Ilona byla rdno nakoupit, ale protoZe méli zavieno, nic nekoupila

S tim souvisi i to, Ze subjekt vety interpretujeme jako imysIné jednajici osobu, tedy
majici déj pod kontrolou, a to nejen v pripadé dynamického slovesa MOVERE, ale i
v piipadé statického slovesa ESSE. To ale nutné znamend, Ze v syntaktické struktuie
ESSE-konstrukce musi byt pfitomna projekce, v niZ je MOVERE vklddano do struktury
jako rys.

Sémanticky rozdil mezi ESSE InfP (a) a MOVERE InfP (b) je v tom, Ze (a) nutné
interpretujeme tak, Ze subjekt dosahl mista Y, kde se ma uskutecnit udalost denotovana
InfP, kdezto (b) nikoli.

(15) (a) *Ilona byla rano nakoupit, ale potkala kamaradku, takze do obchodu se viibec
nedostala

(b) Ilona §la/jela rano nakoupit, ale potkala kamarddku, takZe do obchodu se
vibec nedostala

Navic ESSE InfP (a) interpretujeme nejen tak, Ze subjekt dosahl mista Y, kde se ma
uskutecnit udalost popisovand InfP, ale Ze misto Y opustil:

(15) (a’) *Ilona byla rdno nakoupit a jesté je tam.

Pokud jde o morfosyntaktické vlastnosti MOVERE InfP (a) a ESSE InfP (b), shoda
je v tom, Ze sloveso v InfP miZe byt v (a) i (b) dokonavé i nedokonavé:

(16) (a) Ilona $la rdano nakoupit / nakupovat

(b) Ilona byla rano nakoupit / nakupovat

Prvni rozdil je v tom, Ze MOVERE je moZné ve vSech Casech, kdeZto ESSE asi jen
v préteritu (coZ uZ vime):

(17) (a) Ilona §la / jde / pijde nakoupit / nakupovat

(b) Tlona byla / je / *bude nakoupit / nakupovat

Druhy rozdil je v tom, Ze MOVERE je moZné ve v§ech modech, kdeZto ESSE neni
mozné v imperativu:

(18) (a) Ty b€Z nakoupit / nakupovat

(b) *Ty bud’ nakoupit / nakupovat

Treti rozdil je v tom, Ze MOVERE je mozné v infinitivu bez omezeni (19a), ktera
jsou pro infinitiv u ESSE: ESSE-konstrukce je v infinitivu moZna jen jako komplement
modélniho slovesa, které umi vyjadfit rys [+minulost] (19b), viz uz pozn. 9:

(19) (a) Musel jit nakoupit / Rozhodl se jit nakoupit / Je ptijemné jit nakoupit

(b) Musel byt nakoupit / ¥*Rozhodl se byt nakoupit / *Je pfijemné byt nakoupit

Ctvrty rozdil je v tom, Z¢ v MOVERE InfP (asi) mohou byt ve struktuie dvé Easova
adverbia, kdezto v ESSE InfP (urcité) jen jedno:

(20) (a) Jeli jsme hodinu jet na lodi¢ce hodinu

(b) *Byli jsme hodinu jet na lodi¢ce hodinu

Pro dalsf analyzu vyuZiju pozorovani, Ze ESSE kookuruje jen s lokdlnimi adjunkty
nedirekciondlnimi (Petr byl doma x *Petr byl domi), kdezto MOVERE zase jen
s adjunkty direkcionalnimi (*Petr Sel doma x Petr Sel donui). Tato data miZzeme pouZit

' K syntaxi infinitivu viz Karlik & Veselovska (v tisku); tam taky nabizime vysvétleni, v jakych
kontextech musi mit sloveso infinitivni morfologii a ¢im je to motivovano.
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k tomu, abychom zjistili, kolik lokalnich adjunkti a jaké jsou k dispozici v MOVERE
InfP (a) a ESSE InfP (b):
(21) (a) Jeli jsme obédvat do Valtic / *ve Valticfclﬁ
(b) Byli jsme obédvat do *Valtic / ve Valticich

Na zdkladé prikladi s lokdlnimi adjunkty Ize pfidat dalsi dilek k poznani syntaktické
struktury ESSE InfP. Z nezavislych dat totiz vime, jak se lokdlni adjunkty chovaji.
Jak ukazuji priklady (22), v konstrukci ESSE -n-/-t-PassivPart, kterd ma defaultovou
interpretaci ,,déjovou®, je mozny adjunkt lokdlni i direkciondlni (rozdil sémanticky ted’
neni dilezity) (a), zatimco v konstrukci ESSE -n-/-t-DeverbAdj, kterd ma defaultovou
interpretaci ,,rezultativni®, je moZny jen adjunkt lokalni (b).

(22) (a) Petr byl schovan ve sklepé / do sklepa

(b) Petr byl schovany ve sklepé / *do sklepa

Srovname-li data v (22) s daty v (23),

(23) Ilona byla nakoupit v Tescu / *do Tesca
mame dobry diivod predpokladat, Ze (23) ma taky interperataci rezultativni.

Mezi (22a) s déjovou interpretaci a (22b) s rezultativni interpretaci je jesté jeden
dilezity rozdil. Jak ukazuje (24), v (a) struktufe je mozné jen Casové adverbium typu
hodinu, kdezto v (b) jen za hodinu:

(24) (a) Petr byl schovan do sklepa *hodinu / za hodinu

(b) Petr byl schovany ve sklepé hodinu / *za hodinu

Jsou-li tato adverbia (spolehlivym) testovacim prostfedkem k rozliSeni telicity (za
hodinu) od atelicity (hodinu), pak v (24a) adverbium modifikuje trvani ,telického déje*
(;,0d jeho zacatku do jeho zavrSeni®), oznaceného dokonavym participiem. Naproti
tomu v (24b) adverbium nemodifikuje trvani ,telického déje* (,,od jeho zacatku do
jeho zavrSeni*), oznaceného dokonavym participiem, nybrZ trvani stavu rezultitu. Co je
pozoruhodné, je to, Ze pokud pfiddme do struktury ESSE InfP a MOVERE InfP €asova
adverbia, obé se chovaji stejné:

(25) Otec byl nakoupit *za dvé hodiny / dvé hodiny

(26) Otec Sel nakoupit *za dvé hodiny / dvé hodiny

Srov. rozdil proti strukturdim bez ESSE / MOVERE, v nichZ je taky sloveso
dokonavého vidu:

(27) Otec nakoupi za dvé hodiny / *dvé hodiny

Z toho ovsem vyplyva, Ze ¢asové adverbium v obou piipadech modifikuje porci
struktury [MOVERE / ESSE InfP), jejizZ hlavou je MOVE/ESSE, tedy Ze v obou
konstrukcich je ESSE resp. MOVERE je vkldddno do struktury ve funkéni doméné

1p.[[]

12 Jestlize jsou ve vété dvé lokalni PP/AdvP (Petr jel do Olympie nakoupit v Tescu / Petr byl
v Olympii nakoupit v Tescu), pak z toho musi vyplyvat interpretace, Ze obé lokdlni uréeni museji
byt ve vztahu inkluze, tj. druhé misto je obsaZeno v prvnim.

13 Z toho ale soulasné vyplyva, 7e nejen ESSE, ale i MOVERE ma zde status funké&ni kategorie
(coz u sloves pohybu neprekvapuje, viz data: v (i) je MOVERE lexikdlni sloveso, v (ii) a (iii)
je to funkéni sloveso, a tomu odpovidaji i rozdily v syntaxi (a) — (aa”) a rozdily v sémantické
interpretaci:

(i) Petr ptjde nakoupit (a) Petfe, pojd’ nakoupit
(a’) *Petra pujde zitra do kina
(a”) Petr pujde do Skoly
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Umime ted’ uz derivovat téméf vSechny vyznamy ESSE konstrukce (3), a technickym
problémem by bylo vytvofit analytickou reprezentaci (syntakticky strom), z niZ by se
tyto vyznamy daly odvodit. To neni kol snadny, a ani to nemtize byt tikolem této studie.
Nadto se mi nepodafilo vysvétlit, co je zodpovédné za to, Ze rezultativni strukturu ESSE
InfP typu (3) interpretujeme tak, Ze gramaticky subjekt misto, kde byl za tcelem vykonani
toho, co popisuje InfP, opustil.

Druhy tkol této studie byl iniciovan studii de Groota (2000), ktery pfi analyze struktur
ESSE InfP s vyznamem absentivu, tedy s v§znamem (pfiblizné) ,,subjekt se vzdalil z mista
X a je nepfitomen®, ktery neni pfili§ vzddleny od vyznamu, ktery md ceskd konstrukce
typu (3) Petr byl lovit ryby, zjistil, Ze tato konstrukce existuje v osmi evropskych jazycich
(viz (28), cit. podle de Groot, 2000:695-6), Cestinu ale neuvadi:

(28) Jan ist boxen némcina
Jan ESSE INF
Janos boxolni van mad’ arStina
Janos INF ESSE
Jan is boksen holandstina
Jan ESSE INF
Gianni ¢ a boxare italStina
Gianni ESSE PART INF
Jan as tu boksin frizStina
Jan ESSE PART INF
Jussi on nykkeile-ma-ssd finstina
Jussi ESSE INF-Casus:Inessiv
Jan er og boksar norstina
Jan ESSE AND INF
John ar och boxar Svédstina
John ESSE AND INF

Necham stranou to, Ze absence CeStiny mezi jazyky, které uvadi de Groot jako
jazyky majici absentiv, pfirozené vybizi k provéfeni toho, zda jsou de Grootovy tdaje
spravné. Jde ted’ o toto: Pozitivni evidence, Ze existuje (miniméln€) devét (osm de
Grootovych + Cestina) evropskych jazykd, v nichZ je doloZena konstrukce ESSE InfP se
spole¢nym vyznamem absentivu (a v riznych jazycich s moznymi variantnimi vyznamy
dal$imi), vede k otdzce, zda jde o projev toho, co se obecné oznacuje jako jazyky

(ii) Petr pujde presvédcit (a) *Pette, pojd’ presvédcit
(a’) Petra pujde presvédcit
(a”) *Petr ptjde do skoly
(iii) *Petr si pajde tykat (a) Petie, pojd’ si tykat
(a’) *Petra si pajde tykat
(a”) *Petr si pdjde do Skoly
Dobrym piikladem, ktery demonstruje, Ze v MOVERE InfP je MOVERE funk¢ni slovesem,
je otdzka: Kdy piijdes nakoupit? Ta totiZ zfejmé nemusi nutné startovat presupozici, Zze nékdo
MOVERE ve smyslu ,,jit* coby lexikalni kategorie ,,pohybovat se (krokem) po vlastnich nohou®,
ale presupozici, Ze nékdo MOVERE, tj. tfeba ve smyslu ,,jet autem* apod. Ostatné, srov.
presvédcivou analyzu MOVERE v angl. (v americké angl.) nekoordinacnich konstrukcich
typu I go and buy bread u Carden & Pesetsky (1977), nebo v ital. (dialektech) konstrukcich typu
Vaju a pigghiu u pani u Cardinaletti(ové) & Giusti(ové), 2001, jako funkénich kategorii.
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v integraci. Na prvni pohled nabizejici se podporu pro jeji kladné zodpovézeni poskytuje
fakt, Ze mezi 9 evropskymi jazyky s ESSE InfP s vyznamem blizkym absentivu jsou
jazyky indoevropské i neindoevropské (finStina, mad’arStina), coZ minimalizuje moZnost
vykladat shodu na bazi genetické piibuznosti.

Podivame-li se vSak na onéch 8 konstrukei oznacovanych funkcionalistou de Grootem
jako absentiv, snadno bez jakékoli teorie zjistime, Ze z hlediska formdln{ syntaxe to viibec
nejsou stejné struktury. Lze je rozdé€lit (minimaln€) — uZ na zdkladée viditelné syntaxe —
do Ctyft skupin, a to podle toho, jakou formu ma INF: (a) ,,holy* INF (CeStina, némcina,
mad’arStina, holandStina), (b) partikule + INF (italStina, frizStina), (c) INF + padovy
morfém inessivu (finstina), (d) spojka AND + INF (norStina, §védstina).

Cestina se oviem od vech konstrukei, tedy i od zbyvajicich konstrukei s povrchové
identickou strukturou (a), 1isf tim, Ze ESSE je (asi) mozné jen v minulém Case, jinde je
(urcité) mozné i v pfitomném Case a v budoucim Case. Srov. rozdily (aspoil s némcinou a
italétinou)m

(29) Petr byl / *je / *bude boxovat

Petr ¢ / € stato / era / sara a boxare
Petr ist / war boxen / Petr wird boxen sein

Na druhé stran€ asi neni nahodné, ze ESSE v Cestiné€ ani ital. a ném. neni mozZné
v imperativu:

(30) Petie, *bud’ boxovat

Pietro, *sii a boxare
Peter, *sei boxen!

A co je mimoradné dilezité, je to, Ze v Cesting, ital§tin€ i némcin€ neni konstrukce
ESSE InfP moZna jako komplement kontrolovych sloves (31), ale je mozna jako
komplement sloves modalnich, ve vSech tfech pfipadech jen s epistémickym ctenim
(32). To nemtize byt nahoda:

(31) Petr slibil *byt boxovat

Pietro ha promesso *di essere a boxare

Petr versprach (der Mama) *boxen zu sein.
(32) Petr musel / *musi byt boxovat

Pietro doveda / deve essere a boxare

Petr musste / muss boxen sein.

Zavaznym argumentem, ktery svédci o tom, Ze Ceskd konstrukce Petr byl boxovat ma
zcela jinou syntaktickou strukturu nez de Grootovy absentivy, a to zase i ty absentivy,
které povrchove vypadaji stejn€ jako Petr byl boxovat, tj. struktury (a) ESSE ,,holy* INF,
je rozdilnd sémantickd interpretace.

(a) Sémantickym rysem, ktery ma ceska konstrukce Petr byl boxovat, ale ktery
postradaji de Grootovy konstrukce ESSE InfP, je rezultativnost.

(b) Sémantickym rysem, ktery je spolecny pro de Grootovy konstrukce ESSE InfP, je
absentiv, ale tento rys Ceska konstrukce Petr byl boxovat nema.

(c) VSechny de Grootovy konstrukce ESSE InfP jsou na zdkladé formy interpretova-
telné tak, Ze vyjadiuji jedno nastani udélosti popisované InfP. Rodili mluvéi némdciny a

14 Za kontrolu italskych vét dékuji A. M. Perissutti(ové), za kontrolu vét némeckych baronu R.
von Waldenfelsovi.
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italStiny nicméné tvrdi, Ze z nich lze odvodit Ze subjekt InfP vykondva dé&j popisovany
VP pravidelné/vicekrat. Italskd, resp. némecka absentivni konstrukce Gianni e a boxare,
Jan ist boxen tedy implikuje, Ze Jan pravidelné chodi/jezdi boxovat. V Ceské rezultativni
konstrukci Jan byl boxovat je vSak takovd interpretace nepiistupna.

Zavér: Z konfrontace uZ jen dobfe vnimatelnych syntaktickych a sémantickych
vlastnosti konstrukci ESSE InfP, které se pokladaji za absentiv, a Ceské konstrukce typu
Petr byl boxovat, 1ze dedukovat, Ze jde o konstrukce natolik rizné, Ze neni divod pokladat
je za projev toho, co se obecné oznacuje jako jazyky v integraci. Silnym argumentem pro
to, Ze tyto konstrukce 1ze derivovat na zdklad¢ univerzalnégramatickych principt je ale
to, Ze moddalni slovesa v nich nutné maji epistémickou interpretaci. (BohuZel jsem nemél
k dispozici studii T. Bergera, ktery se témito konstrukcemi taky zabyval.)
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Abstract. The paper deals with the results of a corpus-based study of collocational
behaviour of the most frequent Russian verbs. Association measures (MI, t-score,
and log-likelihood) are suggested as instruments to deduce verbs’ collocability and
grammatical patterns. Given a set of collocates for each verb, it is possible to infer
about its distribution. The paper discusses the obtained results and the measures
used as applied to the problem. Directions of the further perfection are offered.

1 Introduction

The issue of collocability is highly important in modern linguistics. The investigation
of collocability is closely connected to the study of syntagmatics as a deeper level of
lexical relations. Though several criteria have been taken into consideration to describe
these relations (lexical restrictions, repeatability etc.), the boundary between free and set
phrases often has been placed quite subjectively.

The notion of collocation was introduced by the founder of London School of
Structural Linguistics and the representative of British contextualism J.R. Firth [1]. The
word meaning, in Firth’s opinion, is closely connected with its ability to collocability.
Collocation is a tendency of a word to a certain environment. Thus, he stated the
hypothesis according to which it is possible for a word to be attributed to a group
by its neighbourhood. The parts of collocation occupy certain positions and, thus, are
characterized by mutual expectancy of appearance. Collocations can be viewed as forms
of meaning [1].

It is also possible to apply the lexicographic approach to studying the phenomenon of
collocation [2, 3, 4]. While in British contextualism collocation is defined on the basis of
statistical assumptions about the probability of co-occurrence of two (or more) lexemes,
and especially frequent combinations of lexical units are considered as collocations, the
lexicographic approach considers collocation as a semantic-syntactic unit.

Although the term collocation appeared in Russian linguistics long ago [5], it is not
generally recognized by Russian scholars and even is absent in the Russian Linguistic
Dictionary [6]. There is no agreement among scholars how to call such lexical units; cf.
"set verbal-noun expressions" [7], "analytic lexical collocations" [8], etc. The majority
of modern authors understand under a collocation a statistically set phrase. Collocations
can be put between free phrases and idioms on a scale of phrases. The monograph
Dana Hlavackovd, Ale§ Hordk, Kldra Osolsobé, Pavel Rychly (Eds.): After Half a Century of Slavonic Natural Language Pro-

cessing, pp. 125{133] 2009.
(© Masaryk University 2009
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by E. Borisova [9] has proved to be the first work in Russian linguistics, completely
devoted to the research of the concept of collocation on a material of Russian. One of the
key properties of a collocation is "the impossibility of prediction of such combinations
on the basis of meanings of their components" [9: 13]. In the "Meaning—Text" theory
[10] collocations are considered as a subclass of more extensive class of set phrases, or
phrasemes.

In our sense collocations should be defined simply as statistically set phrases.

2 Statistical background

Statistical methods are widely used in corpus linguistics. Nowadays there are several ways
in linguistics to calculate the degree of collocates’ coherence. There are different measures
which calculate a degree of words nearness in a text, namely, MI (mutual information),
t-score, log-likelihood (henceforth LL), z-score, chi-square, Dice coefficient, odds ratio
etc. [11]. There are also other statistical methods supplementing measures of association.
E.g., in [12] there is a description of a method to extract collocations based on bigrams
rank distribution. The results of the method’s application are compared with results
obtained by measures of association.

It should be realized that statistical measures enable to find phrases of various nature,
e.g., frequent free phrases as well as phrasemes (cf. lexical functions in Mel’Cuk’s theory
"Meaning—Text"). For instance, the free word combination kpemnkuii uaii (strong tea)
is usually not recorded in dictionaries. Nevertheless foreign speakers of Russian have
to remember that the Russian usage here is kpenkuii (strong) rather than cunbuobiii
(powerful). Such statistical data about the strength of syntagmatic relations between
words may be useful in translation studies or language teaching and can be used as a raw
material for a lexicographers. Probably, various measures extract word combinations of
different types.

So far the association measures proposed in most works have not been evaluated
in the perspective of extracting collocations in Russian. Unfortunately there are not so
many Russian corpora having this kind of tools implemented for them. We can mention
here only the corpora built at the University of Leeds by S. Sharoﬂﬂ and the enthusiastic
project by AOT teanrﬂ

3 The goal and methods of study

The object of our research in the given work are the 10 most frequent verbs in Russian
(see the Electronic Frequency Dictionary of Russian by S. Sharoff [13]). They are as
follows: 6uiTo (be), ckazaTn (say), moun (can), roBoputh (speak), suars (know), crarn
(become), ectn (eat), xorerr (want), Bunets (see), uaru (go). The study deals with
finding bigrams for these verbs. The goal is to study collocational properties of these
lexical items and to define opportunities of statistical methods as a whole and several
measures in particular. The research has been led on a corpus created at the University of

*http://corpusil.leeds.ac.uk/ruscorpora.html
Shttp://aot.ru/demo/bigrams.html
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Leeds on the base of texts from the Russian National Corpus (about 50 mln tokens) under
the guidance of S. Sharoff.

In a search mode one can choose several statistical measures (namely, MI, t-score,
LL), set a position of collocate and a span in words, it is also possible to set a part of
speech of a collocate and to search either word-forms or lemmas.

The result of the query is represented by a list of collocations organized in the form
of one, two or three tables (depending on the number of chosen measures) (see Fig. 1).

3§§!RRE: EvAETE - Mozilla Firefox o =]

dafn  Opaska Bua MvpHan  3aknaakw  MHoTpymeHTel  Cnpaska

': RRLC: BHOETHL [3 =

Corpus: RRC; Tokens: 46199740 *

Query: [word="engeTe")

Colloc: lefi=0, right=1; Filter:

LL score

LL score

Collocation Joant Freql Freq2  LL score Concordance

BHIETE , 652 38473 3870561 7799  Exzamples

BHIETE ETO 103 38478 167287 60.26  Examples

BHIETE E 258 38473 1132087 5218 Ezamples

BHIETE £E 68 38478 81834 4871 Ezamples

BHIETE ceba 41384738 57409 26,53 Ezamples

BHIETE HX 38 38478 72602 1946 Examples hd!
| loTosD i

Fig. 1. Collocations for Buners in accordance with LL-measure.

It is necessary to mention that each element of the corpus including punctuation marks
which stands before or after a blank is considered as a token. Hence there are meaningless
combinations of verbs and punctuation marks, too.

Then the results obtained were brought to the one table representing three measures
altogether with subtables for certain syntactic formulas (Adv+V, N+V, V+Ady, etc.)
(see Table 1). Compilation of the above tables was made manually. At the same
time the senseless collocations have been removed, e.g. the combinations of verbs
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with conjunctions, interjections, particles, prepositions and punctuation marks. Every
collocation has been assigned its rank.

Table 1. A fragment of combined results table for verb rosopurs (Adv+V) ©

Collocation Joint|Freql| Rank| MI |Rank LL Rank | T-score
MI | score | LL score T- | (22,79-
(7,08- (1064,06— | score | 1,96)
2,14) 2,96)
1.|uecTHO TOBOPUTDL 527| 2339 1.| 7,08 1.| 1064,06| 101. 1,96
2.|TTOCTOSHHO TOBOPUTDL 62| 4158 2. 7,04 14. 40,59 85. 2,26
3.|yCJIIOBHO 'OBOPUTDL 90| 585 3. 6,53 8. 162,73 91. 2,11
4.|00UKEHHO TOBOPUTD 5| 208 4. 6,46 77. 4,37 16. 6,52
5.|[rpy60 roBopurh 130/ 988 5. 6,30 6. 224,23 93. 2,10
6.|yMeso TOBOPUTH 23| 2034 6. 6,20 33. 12,26|  70. 2,40
7.|oTEpOBEHHO TOBOPUTL| 139 1203 7. 6,12 5. 230,24|  94. 2,09
8.|cobcTBenHO roBopuTh | 333| 3114 8. 6,00 2. 538,32 99. 1,97
9.|’ka100HO TOBOPUTDL 6| 481 9./ 591 94. 3,45 25. 4,96
10

The analysis of data of Table 1 (in total 101 collocations) shows that collocation
ranks obtained by different measures do not coincide. The t-score measure behaves
most differently, in contrast to MI and LL measures that often show similar results here
(see Table 1, lines 1, 3, 5, 7, 8) as well as in tables for other verbs and other syntactic
constructions.

Further the various analysis of data obtained was carried out; the results are partially
given below.

4 Results and Discussion

Below there are fragments of collocations (a verb and a collocate) found for the verb
ckazaro (sorted by measure LL):

4.1 Right context

V + Adv (Pred)

Collocation Joint| Freql| LL| MI|T-score
crasarn Tpyaao| 54| 6980(56.37|4.38| 7.00
cka3arh Henb3sa | 34[11557(20.33]|2.98| 5.09
CKa3aTL TOYHO 30| 9893|18.34|3.03| 4.81
CKa3aTDh BCIYX 15| 1470(17.654.78| 3.73
CcKa3aTh 0c0b0 16| 2012|16.90|4.42| 3.81
ckasarn yectHo | 14| 2339(12.90(4.01| 3.51

® Here and further ‘Freql’ is frequency of a collocate
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V+N

Collocation Joint| Freql| LL| MI|T-score
CKa3aTh IpaBaa 5116453|31.68|3.06| 6.28
CKa3aTL CJIOBO 53141070(14.13|1.79| 5.18

390| 6.44|5.11| 2.17
387| 4.73|4.80| 1.93
837| 4.60/4.01| 2.10
589| 3.92|11.89| 4.19

CKa3aTb IraJoCTb

CKa3aTh KOMIIJIMMCHT

CRa3aThb HeIIpaBaa

INIENEY)

CRa3aTb TOCT

4.2 Left context

Adv (Pred) + V

Collocation Joint| Freql LL| MI|T-score
Mo:kHO cka3arh |1675(36011(3274.07| 6.97| 40.60
Hano ckasaTh |1046|37243(1768.42(31.91| 6.24
Hesb3sa ckazarh | 315(11557| 524.47| 6.19| 17.51
TpymHO ckasarn| 279 6980| 518.11| 6.75| 16.55
TouHO ckazath | 138 9893| 183.63| 5.23| 11.43
HysKHO cKazaTn | 126[12993| 145.33| 4.70| 10.79

V+V
Collocation Joint| Freq| LL| MI|T-score

XOTeTh CKa3aTh 1393|37897(2550.77(6.63| 36.95
xorernea ckasarh | 173|10127| 247.53(5.52] 12.87
yCIleBaThL CKa3aTh 74| 8437 81.724.56| 8.24
caemoBath ckaszatn| 87|18608| 70.24(3.65| 8.59
3a0LIBATL CKA3aTD 72|11464| 68.04(4.08| 7.98
CMOUL CKa3aTh 46| 6167| 47.211443| 6.44

For lack of space we present below the examples for one verb only, namely, roBopurs.
As for the t-score a surprising steady, consistent pattern has been observed, its value being
inversely proportional to the frequency of a collocation (see Table 2).

We have also compared statistical collocations obtained with dictionaries. For all
collocations and for all verbs the same tendency has been observed: most of collocations
(phrasemes) recorded in dictionaries fall on the top part of the list composed by one of
the association measure application.

As for the verb rosopurn the Russian dictionaries specifically single out set
combinations formed with this verb’s adverbial participle rosops (saying). We have
changed the conditions of the experiment accordingly. The verb rosoputs was presented
with its exact form rosops on the search over the corpus. Thus, new, smaller lists of
collocations have been obtained with new values of association measures (see table 3).

The analysis of the results obtained has shown that in this case concrete collocations
overwhelmingly have significantly bigger value for all association measures. We can
conclude that collocation extraction by statistical measures sometimes has to be done on
the word form level rather then on the level of lemmas.

The collocations by the MI measure have been also extracted for the verb rosopurn
(Adv+N) over the corpus of the well-known Moshkov library (680 mln. words) on the
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Table 2. A fragment of combined results table for verb rosopurs (Adv+N), sorted by
t-score.

Collocation Joint|Freql|Rank| MI |Rank LL Rank | T-score
MI | score | LL score T- |(22,79-
(7,08- (1064,06— | score | 1,96)
2,14) 2,96)
YMOJIAONIE TOBOPUTL 4 85 15.| 4,82 65. 4,80 1.| 22,79
IPUMUPUTEILHO TOBOPUTDL 4| 111 23.| 443 80. 4,27 2. 17,96
CKYIIO T'OBOPUTL 4| 138 31.| 4,12 86. 3,85 4, 15,46
BOCXUINEHHO TOBOPUTL 9] 149 69.] 291 34. 11,91 39. 3,24
HEYBEPEHHO I'OBOPUTDH 10| 615 53. 3,25| 49. 6,94 45. 3,01
ybenuTennLHO TOBOPUTD 10| 502 17.| 4,76 47. 7,87 44, 3,01
CMeJIO TOBOPUTD 10| 782 58.] 3,09 56. 5,87 46. 2,99
KOPOTKO T'OBOPUTDL 267| 6540 18.| 4,61 4. 301,73 100. 1,97
COOCTBEHHO TOBOPUTDL 333| 3114 8. 6,00 2. 538,32 99. 1,97
YEeCTHO T'OBOPUTDL 527| 2339 1.| 7,08 1. 1064,06| 101. 1,96

Table 3. Association measures for verb rosopurs in the adverbial participle form (first
an old value (for the lemma) / then, in italics a new value (for the word form)).

Collocation Joint |Freql| MI score LL score T score
VICKpEHHE T'OBOPSA 12/5| 1562| 2,94/4.92 4,49/6.11| 2,74/2.16
TOYHO TOBOPSI 66/41| 9893| 2,64/5.29 21,09/55.31| 2,21/6.24

IPOCTO T'OBOPSA 214/144|28089| 2,19/5.60 79,38/209.98(2,02/11.75
OTKpOBeHHO roBops |139/104| 1203| 6,12/9.67| 230,24/299.54|2,09/10.19
YECTHO TOBOPS 527/429| 2339|7,08/10.98/1064,06/1690.55(1,96/22.33
00'LEKTUBHO FOBOPS 7/6| 502| 4,24/6.82 4,37/11.22| 4,16/2.43
obpa3HLIii TOBOPs 51/44| 233|3,00/10.80| 102,07/145.01| 2,32/6.63
CTPOTrUl TOBOPSA 166/146| 4239| 4,55/8.34| 184,16/351.80(2,08/12.05

YCJIOBHO T'OBOPS 90/87| 585(6,53/10.45| 162,73/275.55| 2,11/9.32
rpy60 TrOBOPUTHL 130/127] 988(6,30/10.24| 224,23/392.55|2,10/11.26
MATKO IOBOPA 252/247| 3916| 5,27/9.22| 341,77/672.86|2,01/15.69

KOPOTKO I'OBOPSA 267/265| 6540| 4,61/8.58| 301,73/662.08(1,97/16.24
coberBenno roBops |333/332| 3114| 6,00/9.97| 538,32/996.77(1,97/18.20
YIIPOIIEHHO I'OBOPSA 5/5 34(3,07/10.44 8,92/15.78| 7,53/2.23

above mentioned site AOT. The comparative analysis of the two lists has shown their
good coincidence in the upper part of the table (see Table 4).

At the same time for some collocations the MI indices prove to differ significantly. It
is possibly connected with the fact that in Moshkov Library fiction is mostly presented
while the Sharoff’s corpus is more representative.
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Table 4. Comparison of collocation ranks for verb rosopurs (Adv+N) got under MI
measure calculated on base of two corpora of Russian.

Collocation JointFreql| Rank | MI | Joint | Freql | Rank AOT
MI |[score| AOT | AOT | AOT MI
YeCTHO FOBOPUTD 527| 2339 1.| 7,08 6294| 21845 2.17.316870
IOCTOSAHHO TOBOPUTD 62| 4158 2. 7,04
YCJIOBHO TOBOPUTDL 90| 585 3.| 6,53
OOMKEHHO TOBOPUTDL 5| 208 4. 6,46
rpy060 roBopuThH 130| 988 5. 6,30{11866| 558| 11.|4.701699
yMeJIO TOBOPUTL 23| 2034 6. 6,20
OTKPOBEHHO roBopuTh| 139| 1203 7. 6,12 2589| 13037 3.|6.779979
cobcTBEeHHO TOBOPUTL | 333| 3114 8. 6,00| 5220| 28468 4.|6.664905
’KaJIOOHO TOBOPUTDH 6| 481 9.| 591
OXOTHO T'OBOPUTDL 13| 1231 10.| 5,44
VICTUHHO N'OBOPUTDL 33| 2693 11.| 5,32 482| 5777 5.15.528909
MATKO TOBOPUTH 2521 3916| 12.| 5,27|22714| 1165 10.|4.826944

5 Conclusion and Further Work

The experiment has shown the possibility to apply statistical tools in order to extract
collocations from Russian texts. The results of this work (and the data about word
collocability based on statistical measures), first of all, can be applied to dictionary
compiling.

Yet it is difficult to decide on one statistical measure that could give allegedly perfect
results. The work done by us has demonstrated significant discrepancies in different
measures values for the same collocations. This points to the fact that the comparative
functionality analysis of different measures should be continued. Maybe a combination
of some measures could be used, e.g., sum of rank, and so on. We did try to sum MI and
LL rank, and in some case obtained value shows good results. The results obtained leave
open the question in which form the collocation elements have to be taken into account
when calculating statistical association measures (see Section 4, Table 3).

Another task is to choose a threshold for each measure that can for sure indicate
whether the phrase is a collocation or not.

One should take into account structural formulas which underlie collocations, too.
The programmatic ways of eliminating from data combinations of so called "stop words"
and punctuation marks (or just skipping them) have their importance, too.

Though our experiments and results are promising, nevertheless, they are only the first
steps to demonstrate statistical methods and adopt them for the linguistic praxis. We are
convinced that probabilistic-statistical methods should be more specified and additional
programming tools are to be developed in the corpora study frameworks.
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Abstract. This paper describes a framework enabling the visually impaired people
to generate their personal web presentations with accessible images. A brief outline
of the GATE (= Graphics Accessible to Everyone) system and BWG (= Browser
WebGen) project is presented. The framework integrates these two systems in
dialogue strategies, computer graphics, sonification of images and ontologies. We
also present some examples and illustrations.

1 Introduction

Dialogue-based processing of graphics targets the applications that are convenient for
inexperienced and handicapped, especially visually impaired, users. Up to now, the
accessibility of graphics for the blind and visually impaired has been mostly connected
with the use of tactile devices or use of sonification.

Recently, the SVG graphical format has been utilized to permit vector graphics to
access object-oriented graphical information [1l]. We utilize SVG format also for raster
graphics enabling the user to obtain the required information in both verbal and non-verbal
form.

The BWG system is designed to enable the creation of web pages and web
presentations by means of dialogue. It enables creating a web site step-by-step, and
allows the users to ask questions about the image and its structure within the GATE
system. We present a brief description of the basic modules of the GATE system and an
example illustrating how the both systems are integrated.

2 GATE System Overview

There are three main goals of the GATE project [2]. First, to develop utilities deployed
for easy picture annotation. Second, to provide the blind users with support for exploring
("viewing") pictures. And finally, to develop a system for image generation by means of
dialogue, enabling the blind to create computer graphics.

In this paper, we are concentrating on the problems concerned with exploring pictures,
omitting the modules related to the image generation. One of the important tasks is

Dana Hlavackovd, Ale§ Hordk, Kldra Osolsobé, Pavel Rychly (Eds.): After Half a Century of Slavonic Natural Language Pro-

cessing, pp. 133-{T41] 2009.
(© Masaryk University 2009
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to inform the user about the graphical content in a non-visual way. The GATE system
provides two basic ways of informing the user verbally and by means of sound signal.
Two basic tools support this type of communication.

The Recursive Navigation Grid (= RNG) is the orientation backbone of the system.
The space is divided into nine identical rectangular sectors analogously to the layout of
numerical keys 1-9 on the numerical keyboard. Each sector is subdivided in the same way
recursively (see Figure 1). The RNG module enables the user to obtain the information
about the investigated point or region with demanded precision. It also enables "zooming",
i.e. assigning coordinates relatively to the recursive grid. [3].

Fig. 1. Example of RNG

What-Where Language (= WWL) is the second basic tool. It is a simple fragment
of English consisting of the sentences in the form WHAT is WHERE or WHERE is WHAT.
This language has a simple syntax and to use it, practically no learning is needed. It
enables putting simple questions about the objects in the scene and their position, for
instance: "What is in the sector 2?", "Where is the swan?", "What is in the background?"
etc. In what follows, an example of a conversation between a blind user U and the system
S is presented (U = user, S = system).

U: (Enters the system by clicking a picture or button.)
S: Hi. This is a color photo of Genoa Lake from its shore. For more information,
choose Description, Technical information, use keywords or What-Where
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language.

U: What is in the foreground?

S: In the foreground, there is an open fireplace, shore and a small part of the
lake.

U: What is in the lake?

S: There are two swans in the lake.

U: Where are the swans?

S: Do you wish the approximate localization or use Recursive Navigation Grid?

U: Approximate.

S: One is near the center of the picture; the second one is horizontally near
the right-hand side, vertically near the middle.

Verbal Information Module (= VIM) is responsible for the verbal part of the
dialogue including WWL communication control. Possible misunderstandings in the
communication are solved by VIM by invoking dialogue repair strategies.

VIM supports two basic investigation strategies represented by two separate modules,
called GUIDE and EXPLORER. Although these modules are independent, they closely
cooperate and allow the user to switch between them. The basic function of GUIDE is to
provide verbal information about the picture, exploiting both the pieces of information
obtained by tagging the picture and also the pieces of information gained directly from
the picture format, e.g. some technical parameters etc. The module provides relevant
information for EXPLORER and utilizes the VIM and RNG modules.

Unlike GUIDE, the communication of EXPLORER is not primarily verbal, but
analogue, by means of mouse, digitizer, or numerical keyboard. The output sound
information is also primarily non-verbal. The pieces of information that are related
to the pointed place, object or rectangle, are both verbal and non-verbal. Verbal pieces of
information are provided from GUIDE by an information interface, whereby non-verbal
pieces of information are provided directly by EXPLORER. Non-verbal communication
serves for quick dynamic exploration of the non-annotated details of the picture.

3 BWG System Overview

The main goal of the BWG project is to simplify the creation of web presentations to
blind users [4]. BWG system in consists of online application, which allows the user to
create web presentations using dialogue, and a bridge to the GATE’s VIM module. The
process of the creation fulfils the conditions of accessibility standards and does not use a
graphical interface. The system also does not require the installation of a special software
or knowledge of web technologies, such as HTML or CSS. It utilizes just a web browser
and a screen reader as basic equipments of the computers of the blind users.

The user chooses their language and identifies the types of information that appear in
the presentation. Then they enter the data into the HTML questionnaire. The presentation
is generated after the user selects the graphical layout of the page. The user should require
the archive which contains the presentation and which can be uploaded on another server.

Photographs can be processed using the GATE system. The photo exploration is
available by dialogue communication or image sonification [5]]. An example of a generated
web presentation is shown in Figure 2.
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Fig. 2. Generated web presentation with "accessible" image

The dialogue communication within the BWG system is supported by the Dia-
logueStep procedure [6]. This routine enables an easy programming and managing the
dialogue strategies. It is based on some principles derived from the VoiceXML standard
[7].

Entering an annotated picture, the user is made familiar with short basic information
about the picture, including its graphical type (photography, painting, drawing, schema,
diagram, clipart, mathematical picture, fractal, etc.), color type (full color, black and
white, etc.) and a brief description. Then, they can choose the information describing the
picture in more detail, technical information or comments about the picture.

The tree structure, into which the data describing the picture are organized, is
forming an information backbone for the user’s orientation and corresponds to the
aggregate-component relationships of the ontology. This approach is complemented
by the possibility to ask the system directly using the WWL. User question is send
asynchronously to the server, where it is processed by the GATE. The result is sent back
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to the browser, as Figure 3 shows. In this way, the web page with dialog conversation
does not have to be reloaded. This approach is less time consuming, and current screen
readers can handle AJAX (= Asynchronous JavaScript and XML) correctly.

{1

WWL
E
L~ OBJECTS/ |

SECTORS

Fig. 3. Principle of querying the GATE within the BWG by WWL

The image sonification procedure provides a transformation of colors into the
mixture of sounds. It is based on the sound representation of colors, assuming the
sound information to be a combination of special sounds assigned to the primary colors
of a suitable color model. To enhance the efficiency of this approach, a special graphical
color model (see e.g. [8]]) is used.

Manipulation with color components, e.g. red, green and blue in the RGB model, is
uncomfortable for the investigation. For example, if the system informs the user about the
color composed of the 45 % of red, 0 % of green and 55 % of blue, then the user has to
realize that this is a shade of violet. Solution is to describe the color only by two primary
colors and the luminosity.

We chose seven primary colors: red, green, blue, yellow, orange, violet and brown.
Black and white is handled specially, by changing the intensity of the luminosity. Any
color from the color spectra is expressed as the mixture of the two closest primary colors,
e.g. 50 % of red and 50 % of green. Two sounds correspond to the two primary colors
and the volume of each sound means the proportional representation of the color in the
composition. Third sound is information about luminosity, where slower frequency of
knocking means darker shade and faster knocking means lighter shade.

The sonification sounds has been selected in a way that any combination of the two
sounds are distinguishable. We have chosen these sounds to evoke relevant primary color.
Border crossing of the image or the grid region is signalized by a special sound.
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4 Development Tools

An extension of Adobe Flash that has the ability of getting pixel color under mouse
pointer has been chosen to support the image sonification technology. Adobe Flex [9] is a
software development kit released by Adobe Systems for the development and deployment
of cross-platform rich Internet applications based on the Adobe Flash platform. Flex
applications can be written using Adobe Flex Builder or by using the freely available
Flex compiler from Adobe. They can run in all modern browsers with installed Flash
Player version 9 and above (today it is already over 90 % of all computers). This kit uses
a combination of a markup-based language called MXML [10], and an object oriented
language called ActionScript [11]] that is based on the ECMAScript standard [12]. We
exploited the easy work with events and a full fledged code debugger.

Unlike page-based HTML applications, the Flex applications provide a stateful client
where significant changes to the view do not require loading a new page. Similarly, Flex
and Flash Player provide many useful ways to send and load data to and from server-side
components without requiring the client to reload the view. Though this functionality
offered advantages over HTML and JavaScript development in the past, the increased
support for AJAX in major browsers has made asynchronous data loading a common
practice in HTML-based development as well.

5 Conclusions and Future Work

The presented framework enables us to generate web pages by mean of dialogue and
work with both raster and vector graphical formats. The user has a wide variety of ways
to investigate the images. A current version of BWG allows the creation of personal web
sites.

The next version of the BWG system will include the editing, updating individual
pages and also creating other types of sites, such as blog and photo gallery. An important
task is also testing both systems.

The GATE and BWG systems are being developed in collaboration with Support
Centre for Students with Special Needs of Masaryk University. The Center participates in
testing and providing feedback.
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Czech Vulgarisms in Text Corpora

Vojtéch Kovar, Milo§ Jakubicek, and Jan Busta
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Botanickd 68a, 602 00 Brno, Czech Republic

Abstract. This paper focuses on the occurence of vulgarisms in common Czech
texts. We present frequencies of vulgarisms found in the Czech National corpus
and a web corpus of vulgarisms that has been newly created. Based on these data,
usage of vulgarisms in then further discussed.

1 Introduction

Vulgarisms represent an integral part of every language. Since the world doesn’t consist of
only nice, pretty, sweet and mild entities, we need to label, so to speak, all the disgusting,
nasty and ugly aspects of it. Thus we need the vulgarisms. They play an important role
in the language, including social and moral aspects. They help people express strong
negative feelings to somebody or something.

But, how do we use them, at all? How often are they used in written texts? Which are
the most frequent ones?

Text corpora are very valuable source of linguistic information. They can be used for
studying almost all language phenomena, including vulgarisms.
In this paper, we present a small research of Czech vulgarisms, based on their frequencies
in text corpora. We discuss the frequencies of the vulgarisms in available Czech corpora
and also describe creation of a special, ,,domain” corpus of Czech vulgarisms. Based on
these data, we formulate basic properties of Czech vulgarisms in written texts.

2 Available Data

In this section, we describe available data that are used in the next parts of the paper.

2.1 The List of Vulgarisms

It is not clear which words can be treated as vulgarisms — some words are vulgarisms
in certain rare contexts only, other ones can be considered as vulgarisms in majority of
contexts.

Since currently it is impossible to decide automatically which occurence of the
certain word is vulgar and which is not, we used the public lis available as a part of
the Wiktionary project. It contains 74 words that are usually vulgarisms in majority of
contexts and therefore it is not necessary to handle particular occurences of these words.
Although the list is not complete, it contains the most important vulgarisms and it is large
enough to give us a basic idea of the behaviour of Czech vulgarisms.

! http://cs.wiktionary.org/wiki/Kategorie:cs- Vulgarismy
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2.2 Text Corpora

The most representative source of the Czech language data is undoubtedly the Czech
National Corpus [1]. It contains about 100 million tokens and consists of a large number
of texts from a variety of sources.

Another remarkable source is the DESAM [2]] corpus created at the Masaryk
University in Brno. This corpus is much smaller (about 1 million tokens) and contains
manually disambiguated morphological tags. Due to the nature of included texts, this
corpus contains minimum vulgarisms (less than 10) and we will not include it in further
measurements.

The last corpus we used is a newly created corpus of vulgarisms. This corpus contains
2.2 million tokens and consists of texts downloaded from the web. The procedure of
creation such corpus is described in the next section.

3 The Corpus of Vulgarisms

In this section, we briefly describe the procedure of collecting the domain-specific texts
(such as vulgar texts). As a basic tool for collecting domain-specific texts, the WebBootCat
program [3]] was used. The basic texts obtained from WebBootCat were then further
filtered and prepared for use in a corpus query system Bonito/Manatee [4].

3.1 The WebBootCat Tool

The WebBootCat is a user-friendly tool for building text corpora from the web. It combines
a mechanism of searching for web pages based on the Yahoo! search engine [5] with
extracting keywords from existing corpora. It starts with a set of so called seed words,
collects the web pages retrieved from the search engine using these seed words and after
application of a series of filters (encoding detection, boilerplate and html tagging removal
etc.), builds a corpus from them. New keywords can be extracted and manually selected
from this new corpus and can be used as seed words in the next iteration of the described
process.

3.2 Creating the Corpus

As seed words, we used vulgarisms from the Wiktionary list introduced above. Using
these seeds words we were able to create a corpus with 2.24 millions of tokens. After
keywords extraction, no new Czech vulgarisms were found.
Among other extracted keywords, the word reagovat (reply) is very interesting which
indicates that many vulgar texts in our corpus have their origin in internet discussions.
The corpus was compiled for use in a corpus query system Bonito/Manatee [4] and is
available for searching.
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lWord ‘Frequency

dobytek 534
sviné 424
hovno 317
kram 297
honit 278
prdel 268
kurva 212
dévka 137
hajzl 114
buk 93

Table 1. Top 10 vulgarisms in the Czech National Corpus

Word |Frequency

mrdat 1002
kurva 837
hovno 758
prdel 698
kokot 518
debil 343
pica 199
jebat 172
pica 165
kunda 156

Table 2. Top 10 vulgarisms in the new corpus of vulgarisms

4 Frequencies of Czech Vulgarisms

In this section, we show the results of frequency measurements of vulgarisms contained
in the Wictionary list. For frequency computation, a newly implemented word list feature
of the Bonito system was used. The frequency counts are based only on word forms,
lemmata were not considered in the computation.

4.1 Vulgarism Density

Total number of vulgarisms found is 3,362 for the Czech National Corpus (CNC) and
6,826 for the corpus of vulgarisms. With regard to the sizes of the two corpora, this means
that the vulgarisms density in the new corpus (3,047 vulgarisms per million words) is
about 90 times higher than in the CNC (34 vulgarisms per million words). However, some
of the items found in the CNC might not be vulgar in all contexts, e.g. dobytek, honit or
buk, since these words have more senses including non-vulgar ones. Thus, the difference
in density might be slightly higher.
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Fig. 2. Frequency distribution of vulgarisms in the corpus of vulgarisms

4.2 Most Frequent Vulgarisms

In Tables[I]and[2] we can see the most frequent vulgar words for both corpora. We can
see that the lists differ in most items which indicates that the structure of using vulgarisms
in internet texts is different from the general language, as it is captured in the CNC.

Words kurva, hovno and prdel are common for both lists as they probably belong
to the most frequently used vulgarisms in both spoken and written language. However,
about the spoken language we cannot say more than an expectation since there are no
relevant statistics of their usage.

4.3 Frequency Distribution of Vulgarisms

In Figures [I] and 2] we can see the frequency distribution of the vulgarisms under
examination. In both cases it can be well approximated by the curve of exponential
distribution — the few most frequent vulgarisms form the majority of all occurences and
the less frequent ones are not so important from the quantitative point of view.
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This behaviour clearly corresponds to Zipf’s law which is characteristic for many
phenomena in corpus linguistics and statistical language processing [6].

5 Conclusions

In this paper, we described some of the basic properties of Czech vulgarisms in text
corpora. We presented building new corpus of vulgarisms and then showed differences
between this corpus and a reference corpus of Czech, the Czech National Corpus. We also
discussed frequency distributions of the Czech vulgarisms in both corpora and formulated
some basic observations about their behaviour. We hope this work could become a good
starting point for future studies on vulgarisms in the Czech corpora.
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K formovani Ceského akademického korpusu

Jan Kralik
Ustav pro jazyk &esky AV CR

Pred 40 lety — aniZ kdo tusil viechna budouci rozcesti — zatal na ptidé Ustavu pro jazyk
Cesky CSAV vznikat pro t&ely lingvistickych studii prvni prazsky projekt rozsahlého
souboru textovych dat v elektronické podobé. Postupné formované obrysy projektu pak
tehdy ale i dnes stdle duchem mlady a dynamicky Karel Pala. Z okruhu brnénskych
lingvistd pfinasel fadu otazek, svézi napady feSeni a nadSené odhodlani vstupovat do
jakychkoli problémi poditacového zpracovani Ceskych textli s odvahou a vynalézavosti.
Spolu s ostatnimi v diskusich nemalo pfispél k nalézan{ idedlni podoby projektu, jehoZ
vysledkem byl — v pozd&jsi terminologii — Cesky akademicky korpus, byt se na jeho
vzniku pfimo nepodilel. Otdzkami a vlastnimi kroky pfi jinych projektech ale pomahal
tiibit cesty, jejichz vysledek je stdle nepominutelny. Z Zivych diskusi jisté Cerpal i sdm
(Pala 1996 aj.). ProtoZe historické utvareni ziistalo zasuto, jubileum Karla Paly nabizi
ojedin&lou piileZitost k ohlédnuti alespoii za nékterymi strankami formovéni Ceského
akademického korpusu.

Rozvoj pocitatové techniky pfinesl v zadvéru 60. let 20. stoleti rychlejsi a produk-
tivnéj$i moZnosti také analyze texti pfirozeného jazyka, zejména sbéru a zpracovani
kvantitativnich charakteristik, které ndlezely k tradicim prazské lingvistické $koly a byly
tedy pfipraveny teoreticky i v prvnich krocich prakticky zachyceny. Aplikace pocitacové
techniky a tim vynucend tymova prace ovSem vyZzadovaly sjednoceni vychodisek a ostré
definice jevi i prvkil. Pfirozeny vliv tradi¢né rozmanitych lingvistickych pfistupl pritom
jesté nemél alternativu a vylucoval ryze technické pohledy. Mnohahodinové diskuse na
seminafich proto neformovaly pouze projekt sim, zejména vybér textli a miru jejich
popisu pro ziskéani kvantitativnich charakteristik, ale formovaly i jednotlivosti, dnes vy-
feSené, a proto zdanlivé marginalni. Hodiny se napiiklad opakované diskutovalo o tom,
jak v projektu chdpat ,,slovo* — ve Skéle od ryze technického fetézce pismen mezi dvéma
mezerami po termin zastfeSujici celé lemmatické hnizdo. Podobné Zivé diskutované byly
i postupy lemmatizace (od sjednocovéni do typi v§echen/viecken, brambor/brambora,
zvedat/zdvihat po rizné pohledy na reflexiva a tehdy médni sdruzend pojmenovani a
nevlastni predlozky). Probirala se celd fada dal§ich (menSich i kliCovych) problémi.

Nejasné zlstavaly samoziejme také mnohé technické otazky — nejen ty publikované
(Kralik 1987) — napfiklad, zda pfipravena data ziistanou déle uchovana do budoucna.
Pocitacové systémy se rychle a nekompatibilné ménily. V pocatku projektu byla
k dispozici tzv. III. generace pocitact (aktudlni zhruba v letech 1964-1981), schopna
pracovat se 100 000 az 5 miliony operaci za sekundu pfi operacni paméti 0,5 az 2,0 MB.
Jakkoli to dnes vzbuzuje tsméyv, §lo o velky pokrok umoznény dobovymi novinkami:
integrovanymi obvody, polovodi¢ovymi pamét'mi a magnetickymi disky, tedy skokovym
vyvojem proti reléovym ¢i elektronkovym zacatkiim v nulté a prvni generaci i proti
tranzistoriim, ferritovym opera¢nim pamétim a zavedeni magnetickych pasek v generaci
druhé. Stéle Slo jesté o pocitace se zvlastnim reZimem piipravy dat na dérnych paskach
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nebo $titcich, o dlouhé nestandardizovatelné programovani a ladéni kazdého tdkonu od
vstupu a uklddani dat pfes opravy a tfidéni po jakékoli kombinacni vypisy vysledku.
Naprtiklad abecedni tfidéni celého korpusu trvalo Sest hodin a provadé€lo se na nékolik
pokusti v noci. Vdha vypisu na papife byla v fadu kilogramti. Vystupy na displeji byly
jesté nezndmé.

Projekt ,,vSestranné kvantitativni analyzy soucasné psané a mluvené spisovné Cestiny*
prosadila M. Té&itelova s kolektivem oddéleni matematické lingvistiky Ustavu pro jazyk
Cesky CSAV. Pivodnim zdmérem bylo navézat novym textovym materidlem a jeho
pocitacovym zpracovanim na materidl ru¢né zpracovaného Frekvencniho slovniku slov,
slovnich druhd a tvarti v éeském jazyce (Jelinek — Becka — Té&Sitelova 1961). Projekt mél
proto obsdhnout i krasnou literaturu a svymi vysledky ilustrovat paralelné pfipravovanou
akademickou Mluvnici CeStiny 1-3 (1986-1987). Diskuse ke koncepci mluvnice se
vSak zacCaly rozrlstat do miry, jakou uz nebylo mozno vtésnat do technickych limitd
korpusového projektu. Tradi¢nimu lingvistickému mysleni se zddla spoluprace s jakoukoli
technikou vcetné pocitacové omezenim na pfili§ mechanické pohledy. Ackoli prazskd
Skola uméla pracovat s distinktivnimi rysy a s funk¢nimi hledisky, sjednocovani pohleda
bylo teprve ve stadiu procesu, jehoZ konvergence se dala jen matné tusit. Korpusovy
projekt se proto osamostatnil, pfidrZel se systematické morfologie a syntaxe V1. Smilauera
(Smilauer 1972) a pro své d&ely generoval vlastni pohled na zachycovani syntaxe.
Morfologické kategorie byly zachyceny podle rozvrhu M. Tésitelové (TéSitelovd 1984,
1985b) a M. Ludvikové (Ludvikova 1983-1990), zdsady a rozvrh pro syntax vypracovaly
L. Uhlifova (Uhlifova 1983-1990) a I. Nebeska (Nebeska 1983-1990).

Morfologické kategorie se vazaly na slovni druh. U jmen se zachycovaly rod, ¢islo a
pad, ptipadné blizsi ur€eni slovniho druhu (u adjektiv a ¢islovek), pritomnost predloZkové
valence, u adjektiv stupen, u zdjmen krat$i ¢i del${ tvar, u Cislovek vedle druhu i pad
pocitaného pfedmétu atd. U sloves byly plné popisovdny osoba (Cislo), slovesny Cas,
zpusob, slovesny i jmenny rod, pfip. imperativ, neurCité tvary, sloZzenost (viceslovnost)
atd. Podrobnéjsi popis zlstal i u nesklonnych druht slov: adverbia byla rozliSovana podle
ptvodu, piipadné podle stupné, u piedloZek vlastnich i nevlastnich byl naznacen pad
pfitomny v uZité vazbé, u spojek se rozliSovala soutfadici nebo podfadici dloha.

U morfologickych kategorii, jejichZ uréeni bylo obligatorni, se ale uZ na sondich
ukazalo, Ze je tfeba také zavést technickou variantu ,,nelze urcit“, a to nejen pro texty
mluvené. Vzhledem k zdméru obsahnout v korpusu soucasné spisovné CeStiny i mluvené
texty se ukdzalo jako nutné zavést také znaceni pro nespisovnost (v 70. letech pojimanou
piisnéji) a vypliikovost, ptipadné naopak pro ,,zastaralost” (= kniZnost).

Syntax byla popsdna ve dvou tirovnich jednak pro postaveni jednotlivych slov ve vété,
jednak pro vétu a vétny celek. OznaCovala se syntakticka platnost slova ve vété (subjekt,
predikat, atribut, apozice, doplnék, adverbidle, zdklad véty jednoclenné, prechodny typ se
vSeobecnym subjektem, samostatny vétny Clen, parenteze) a jeji ptipadné blizsi uréeni
(typ predikatu: slovesny, spona, nomindlni ¢ast sponového predikatu, spona u jednoclenné
véty atd.), adverbidle mista, ¢asu, zptisobu, pfiCiny, pivodu, ptivodce a vysledku, zdklad
véty jednoClenné substantivni, adjektivni, citoslovecné, Casticové, vokativni, pfislovecné,
infinitivni, slovesné, slovesné jmenné a zdjmenné atd.

U slov zavislych (nikoli fidicich) se ud4vala poloha (pozice) a vzdalenost od fidiciho
slova a zachycovala se i informace o piipadné koordinaci ¢lend koordinacni tady,
o pfipadném sdruzeném pojmenovani atd. Koordinaéni fady a sdruzend pojmenovani

13
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byly kédovany tak, aby je bylo moZno plné rekonstruovat i v pfipadech koordinace uvnitf
sdruzeného pojmenovani, u spojkovych a prislove¢nych dvojic apod.

Popis syntaxe byl zaroven z hlediska kédi koncipovdn tak, aby umozZioval
jednoznaény linedrn{ zdpis, ze kterého by bylo moZno kdykoli zkonstruovat graf. Stejnou
podminku spliiovalo i zakédovani charakteristik vét, soustfedénych vzdy u prvniho slova
véty nebo vétného celku. RozliSovaly se véty jednoduché, hlavni ¢i vedlejsi (subjektové,
predikatové, atributivni, objektové, mistni, Casové, zptsobové, pficinné a dopliikové).
U vedlejsich vét atributivnich se zachovavala informace o poloze (vzdélenosti) fidiciho
jména. Dopliiovala se také informace o vztazich mezi vétami uvnitt souvéti (koordinace,
parenteze, pfimd feC, parenteze v primé feci, uvozovaci véta, parenteze v uvozovaci véte).

Také v popisu syntaxe bylo tfeba pamatovat na specifiku mluvenych textd, tedy napf.
na nepiitomnost fidicich vyrazi, na nepravé véty vztazné nebo obecné na chyby ve stavbé
souveti.

Vsechny tyto udaje a pohledy stdle znovu sjednocované v poradach pracovniho
tymu byly ruéné prevedeny do kédd, revidovany, zapisovany na dérné Stitky, snimany,
archivovény a tiStény a znovu revidovany (Kréalik 1987). Intelektudlné i technicky §lo
o mimoradné ndrocnou pripravu, pfi niZz vyvstavaly samoziejmé otizky po mozném
automatizovéni — automatické lemmatizaci a znackovani. Ze strany lingvistt se stdle jesté
misila nedtivéra k automatizaci s lakavosti ulehCeni prace. Dlivérnd znalost proménlivosti
a vnitfni variability jazykového systému neumoziovala véfit ryze technickym postuptim
pfi pfipravé a zpracovani — dnes bychom fekli znackovéni — textd. Vahani dodnes trv4,
ale tolerance, priority a vyvoj se Casem posunuly diky postupim navrZenym na jinych
pracovistich zejména J. Hajicem (Haji¢ — Hladka 1997ab, Hajic et al. 2001, Haji¢ 2004
aj.) a B. Hladkou (Hladkd — Ribarov 1998, Hladka 2000, Vidova-Hladka 1994, 2000
aj.). Ale také stopa jubilujiciho K. Paly néleZi v tomto sméru mezi nejvyraznéjsi (Pala
1996, Pala — Osolsobé — Rychly 1998, Pala — Sedlacek — Veber 2004, Klimova — Oliva —
Pala 2005 aj.). Hesita¢ni fizi nebylo moZno obejit. Casem ji viak bylo mozno dovést na
kvalitativné vyssi droverl.

Prvni automatizovani v prazském projektu mélo zvlastni negacni povahu: diky
tplnosti zapisu syntaxe bylo rozhodnuto rezignovat na zépis interpunkce. Z kédi byl plné
rekonstruovatelny, pokud ovSem ptivodni text neobsahoval chyby. Pfedpoklad vychazel
z prisného kritéria spisovnosti vybranych textti. Automaticky se zkousely dopliiovat
slovnikové podoby (lemmata) u nesklonnych slovnich druhd (u nich nebyla zZadna
diskuse), ale bylo mozno i nabizet tvary lemmat tam, kde morfologicky kéd naznacoval
identickou podobu s tvarem v textu (nejen u nominativi singuldru a infinitivi). Dals{
navrhy byly tehdy — v pocatcich projektu — vyslechnuty a s krajni nedtivérou striktné
odmitnuty. Zkousely se tedy alesporni automatické kontroly shod v padu pfivlastku a
rozvijeného substantiva (ndsledujiciho i predchazejiciho). Po urcité zkuSenosti prisel
pokus automaticky kontrolovat pripustnost kombinaci v kédu. Nasla se tak fada lidskych
chyb, ale objevilo se i nékolik piipadd, na jejichZ realitu do té doby nikdo nepfisel. Vycet
by mohl pokracovat.

Vybeér textl pro cely projekt vznikal za pochodu tak, aby zachytil jazyk pravé aktudlni,
tedy z pocatku 70. let 20. stoleti, a zdroven aby naplnil rozhodnuti o procentudlni struktuie
rtznych styld. V ramci tzv. vécného stylu (540 000 slov) se predpoklddala jedna tfetina
textd publicistickych, odborné texty v rozsahu 300 000 slov a zbylych 60 000 slov z texti
administrativnich. Hlavni divod, proc¢ se tehdy zacinalo u vécného stylu, je zapomenut:



150 Jan Kralik

nauka a administrativa byly politicky neutralni, u publicistiky bylo mozZno s jistotou
doby zacit vybé€rem z Rudého prava. Plivodné zamyslené doplnéni beletrii na celek
o rozsahu jednoho milionu slov se neuskute¢nilo. U beletrie tehdy nebylo vibec jisté, zda
vybrany autor ¢i dilo ztistanou mezi prijatelnymi. Klasikové byli jiZ zpracovani a mizeni
soudobych autord v politickém propadlisti by s sebou mohlo strhnout i cely projekt
(Uhlitova — Kralik 2007).

Jako ,texty* byly do korpusu zarfazovany souvislé vybéry o rozsahu 3000 slov
z delSich celki. Divod byl statisticky, ale opét i politicky. Sondy ukézaly, Ze
k relevantnimu zachyceni zdkladnich kvantitativnich charakteristik vétSiny gramatickych
kategorii postaci souvisly text v délce 2000 slov. Pravé toto ¢islo bylo ale od roku
1969 politické tabu. Cislo 3000 nepiipominalo nic a statisticky poskytovalo vic nez
potiebny vybérovy komfort (Hladka — Kralik 2006). Clenéni na vybéry umoznilo posilit
rozmanitost oborového zabéru. Celek pak mohl byt prdvem oznacen za korpus vécného
stylu. Vybérem texti se zabyval Jifi Kraus.

V kazdé ze zvolenych oblasti bylo jako zdmérné novum plnych 25 % mluvenych
textd, coz prineslo v té dobé nemadlo starosti, zejména u sbéru ,,mluvené* administrativy.
Zaméfeni na spisovny jazyk bylo mens$im omezenim neZz pozadavek pestrosti zdroju.
Nakonec se i zde podaftilo prekvapivé vyvazent, jak pozdéji doloZilo specidlni studium
kvantitativnich vysledkt napf. na slovnédruhové struktufe mluvené publicistiky (Kralik
1991).

Prace na formovani korpusu tim nabyvala na objevnosti, dobrodruZnosti i vnitinim
napéti. Ackoli priprava se zdéla jako ryze mechanickd, pfinaSela zajimavé detaily
v poznani a zvySovala touhu vidét prvni vysledky. Ty nenf tfeba opakovat ani rozvadeét,
protoZe byly podrobné publikovéany v celé edicni fadé (TéSitelova ed. 1980-1992).

Postup praci a systematické zvefejiiovani vysledkl vzbudily nemaly zdjem nejen
v okruhu lingvisti, z nichz Karel Pala ndleZel k t€ém nejblizZ§im. Jako jedna z prvnich
instituci mimo akademickou sféru projevila zdjem o textovy korpus vécného stylu
agentura CTK. Stfedem zdjmu byla pochopitelng publicistickd st (180 000 slov), vhodna
pro programovani zkuSebnich automatickych vyhledavacd. V akademickych kruzich
pak vzbudily publikace a pfedndsky o prvnich vysledcich Zivy ohlas také v Némecku,
Rakousku, Finsku a gpanélsku. Na domaci pidé dosel nakonec Cesky akademicky korpus
— diky zdafilé zachrang vSech dat — logického uplatnéni inkorporaci do nékolika projektd,
Ribarov 1998, Hana — Zeman 2005, Hladka — Kralik 2006 aj.).

Karel Pala nabidl brzy k nékterym postuptim na svém pracovisti v Brné vlastni feSeni
v novych, SirSich paraleldch a podilel se na rozpracovani vlastnich cest, jizZ poucenych na
zmapovanych slepych uli¢kéch, ale i na vyzkouSenych jistotdch. ZkuSenosti z riznych
poli se pak jesté jednou seSly v roce 1991 pii zakladani Skupiny pro pocitacovy fond
Cestiny (Cermék — Krélik — Pala 1992). Ale to uZ by byla zase jind vzpominka.
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Tajemné spojeni jazyka se svétem

Pavel Materna

Fakulta informatiky, Masarykova univerzita, Brno

Abstrakt Co muzZe a co nemiZe jazykova konvence:

Jde o pojmenovéani jednotlivin? Pro¢ by v takovém piipadé byla oprdvnéna vytka,
Ze jde o “mytus muzea’? Jazykova konvence urCuje vyhradné podminky identifikace
predméti. Vyrazy proto nemohou oznacovat pfedméty samé, protoze konvence
neni vSevédouci a nemize védét, které predméty spliuji dané podminky za daného
stavu svéta.

Gramatiku nelze chédpat pouze jako pravidla spojovani vyrazu: jde o zakédovani
objektivnich kvazialgoritmickych procedur, které z jednotlivych abstraktnich
objektl vytvareji nové objekty.

Toto pojeti dostalo presnou podobu v Tichého Transparentn{ intenziondlni logice,
kde zminéné procedury byly definovany jako tzv. konstrukce. Vzdjemna spoluprice
TIL a komputaéni lingvistiky je proto vyhodnd pro obé strany.

1 Logicka analyza prirozeného jazyka a jazykova konvence

Jak si vysvétlime pozoruhodny fakt, Ze sekvence symbolt Na Marsu jsou Zivé organismy
fikd n&co zajimavého mluvéimu Eedtiny a je pouhou zméti znaki pro bézného Ciiiana?
Jaky vztah ma uvedend sekvence k abstraktnimu objektu, ktery nazyvame ’propozice’ a
ktery miZe byt pravdivy nebo nepravdivy?

Je ztejmé, Ze otdzkami, které vznikaji v souvislosti s timto fundamentdlnim tdzanim,
se zabyvaji z ruznych hledisek rtzné obory. Jde predevs§im o lingvistické obory a
zejména o lingvistickou sémantiku, déle o filozofii jazyka, a kone¢né o logickou analyzu
prirozeného jazyka (LANL). Zde se budeme zabyvat pravé LANL, a proto si pfedem
vyjasnime specificky charakter LANL.

Lingvistické obory zkoumaji rizné stranky jazyka jakozto ,,pfirodniho jevu* a maji
z tohoto hlediska podobny charakter jako pfirodni védy, tj. jsou empirické. LANL
vychazi z modelové situace, kdy jako mluvci daného jazyka tomu jazyku rozumime,
takZe jazykova konvence pro nds neni pfedmétem empirického zkoumani, nybrz je ndm
déna. Z toho hlediska se LANL lis{ od jakékoli jiné discipliny zkoumajici jazyk. Jazyk je
pro LANL jiz dén, konvence je pfijata. Co zbyva, je odhaleni téch abstraktnich logickych
struktur, které jsou vyrazy a gramatikou daného jazyka zakédOVLinyE]

Takto chapand LANL se tedy nezabyva empirickym vyzkumem: jeji metoda je
skutecné logicka, tj. a priori.

' LANL se tedy odliuje na jedné stran& od empirickych obort lingvistiky, na druhé strané od
logické sémantiky, kterd se tyka formalizovanych systému a kterd stanovuje interpretaci, kdezto
LANL hledd a objevuje vyznamy vyrazi. Pokud jde o filozofii jazyka, je LANL neslucitelny
s jakoukoli formou pragmatického pojeti vyznamu, jak je najdeme napt. u Quinea a pozdniho
Wittgensteina.

Dana Hlavackovd, Ale§ Hordk, Kldra Osolsobé, Pavel Rychly (Eds.): After Half a Century of Slavonic Natural Language Pro-

cessing, pp. 155163} 2009.
(© Masaryk University 2009
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Zde muZeme narazit na tuto namitku: Jsou zndmy Cetné piipady, kdy vyraz pfipousti
rizna ’Cteni’. Jak chce LANL rozhodnout, jaké Cteni zvolit, kdyZ k tomu potiebuje
empirické fakty, tj. fakty, které rozhoduji o tom, v jaké situaci je adekvatni volit jaké
cteni?

Na tuto namitku odpovidd LANL nasledujicim zptisobem: Méjme vyraz A, ktery
piipousti dvé ¢teni: A1 a A2. Vychdzime z toho, jak jiz bylo feceno, Ze rozumime obéma
¢tenim. Zkoumame dany jazyk, tj. nepotfebujeme empiricky vyzkum, co vyraz A, resp.
A1, A2 znamend. Jde jen o to, dik jakym logickym strukturam vysvétlime, Ze vznikla
riznd Cteni.

Pozndmka: Nazor, Ze lze provadét desambiguaci na zdklad€ ’Cisté syntaxe’, je iluzeE]
Variantn{ stromové struktury, k nimz lingvistika dochazi na zdkladé rtiznych metod
parsing, jsou nutné spojeny s vyznamy jednotlivych vyrazi. LANL vidi tyto vyznamy
jako abstraktni mimojazykové objekty (viz dale) a umoziluje co mozna piesnou aplikaci
principu kompozicionality.

Ostatné skute¢nost, Ze rozumime i ¢tenim Al, A2, ma za nasledek, Ze dovedeme
vyrazu A ptifadit vyrazy AI’, A2’ takové, Ze odpovidaji v tomto pofadi étenim A1, A2.

Jako priklad uved’me vyraz

A Karel se chce oZenit s princeznou.

Ctenim A1, A2 zfejmé odpovidaji vyrazy

Al’ Existuje princezna, s kterou se chce Karel oZenit.

A2’ Karel chce, aby existovala princezna, s kterou by se oZenil.

LANL pracuje tim zpisobem, Ze pfifazuje jednotlivym podvyrazim daného vyrazu
abstraktni mimojazykové objekty ("vyznamy’) a pfesné definovanou syntézou dochazi
k vyznamu celého V)’/razuE] Protoze predpokldda porozuméni vyrazim, vi, Ze napf. oZenit
se je néjaky vztah mezi dvéma individui, coZ je jisté mimojazykovy objekt, atd. atd.

Hlavni dkol feSeny LANL Ize shrnout takto: nalézat vyznamy vyrazd ptirozeného
jazyka a zpusoby, jakymi se z vyznama vytvareji nové vyznamy. V jistém kontextu jde
o rehabilitaci pojmu vyznam, ktery Quine odsoudil jako ,,obscure entity” (viz Quine
1953 aj.), mj. protoZe nepochopil, Ze nelze definovat vyznam na zdkladé analyti¢nosti
a synonymie, nybrZ naopak Ze analyti¢nost a synonymie jsou definovatelné na zakladé
definice vyznamu.

LANL tedy vychézi z plausibilniho pfedpokladu, Ze jazykova konvence od samého
zaCatku obdafovala vyrazy prirozeného jazyka vyznamy. Necinila tak ov§em zpisobem,
jaky zname z konstruovani umélych (napf. formalnich) jazyku, nybrz Zivelnég, takZe tikol
feSeny LANL nenf trividlni. Zamysleme se nyni nad tim, co by vyznamy mohly byt.

Zacnéme nejnaivnéjsi predstavou, kterou miizeme charakterizovat jako ,.,chybnou
interpretaci knihy Genesis®, kde Adam je vyzvan, aby pojmenoval vSechny Zivocichy.
Pfislusna pasdz je krasnym obrazem vzniku jazyka. Predstavme si tedy, Ze Adam
tvoii jazyk tak, Ze pojmenovdvd jednotlivé Zivocichy, tj. po€ind si jako oni laput’ ansti
pseudoucenci z Gulliverovych cest, ktef{ verbalni komunikaci nahrazovali jednotlivymi

% Viz napf. Gamut, L.T.F. (1991): Logic, Language and Meaning II., Intensional Logic and
Logical Grammar. Chicago University Press.

3V detailech, nékdy podstatnych, se oviem riizné systémy LANL lisf, jmenovité Montaguova a
Tichého analyza.



Tajemné spojeni jazyka se svétem 157

predméty. Tak tedy Adam potkava jednotlivé ZivoCichy a kazdého ’onalepkuje’, opatii
“jménem’. Jak by asi vypadal takovy jazyk?

Raciondlni vyklad onoho *pojmenovan{ ZivoCichl’ je samoziejmé jiny. Kdyz Adam
potka slona, d4 mu ’jméno’ odpovidajici Ceskému slon. KdyZ potkd Zelvu, opatii ji
“jménem’ Zelva atd. DuleZité je, Ze kdyZ Adam potkd jiného slona / Zelvu, nedd jim jiné
jméno. Ty vyrazy slon, Zelva atd. nejsou ve skutecnosti jména jednotlivych exemplara,
nybrz oznacCuji viastnosti. Adam — jakoZz i jakykoli mluv¢i jazyka — nemd a nemize
mit prostiedek, jak pfidélovat jména jednotlivindm tak, aby §lo skute¢né o riznd jména
pro rizné jednotliviny. Adam misto toho vyclenuje podminky, jaké néco musi spliiovat,
aby bylo moZné o tom mluvit. V piipad€ ’jmen’ pro Zivocichy jde o viastnosti, které
jakakoli individua maji ¢i nemaji. V jinych pfipadech jde o jiny druh podminek, napt.
jde-li o vyraz papeZ, jde o podminku, kterou musi jedinec spliiovat, aby bylo moZno
o ném mluvit jako o jedinci: takové podminky nazval Church ’individual concepts’ a
Tichy uzival termin ’individual office’ (dnes mluvime o individuovych rolich. V jesté
abstraktnéj$im pfipadé mluvime o pravdivostnich podminkdch’ &ili propozicich, které
musi nabyvat hodnoty Pravda / Nepravda podle toho, zda prislusna véta je pravdiva ¢i
nepravdiva.

V uvedenych piipadech je splnéni podminek z4vislé na stavu svéta v daném case.
Proto empirické vyrazy nemohou oznacovat objekty, které danou podminku spliuji:
jazykova konvence neni vSevédouci, takZe nevi dopfedu, které jednotliviny spliuji
podminku v daném stavu svéta. Nepatii proto do vyznamu slova slon, kterd konkrétn{
individua jsou slony 21.4.1930, ani nemutZe jazykovéa konvence zahrnovat informaci,
kdo je papezem r. 2009. Empiricky vyraz nemiize nikdy oznacovat néco, co je zdvislé na
stavu svéta v daném okamZiku. Naproti tomu vlastnosti, individuové role, propozice apod.
nejsou z4vislé na momentalnim stavu svéta. Ze papeZem v r. 2008 byl Jan Pavel II., to
je fakt zavisly na stavu svéta v tomto roce, a proto irelevantni z hlediska vyznamu, ale
to, Ze papez je hlava katolické cirkve, je nezavislé na tom, kdo je momentalné nositelem
toho tradu, a proto jde jisté o soucdst vyznamu slova papez. Podobné empiricka véta Na
Marsu jsou Zivé organismy je pravdiva ¢i nepravdivd v zdvislosti na stavu svéta, a proto
nemuzeme tvrdit, Ze oznaCuje pravdivostni hodnotu: nechtéjme na jazykové konvenci,
aby do vyznamu té véty vkladala empirickd, a tedy logicky nahodila fakta. Naproti tomu
piislusnou propozici miZeme chdpat jako funkci, kterd nabyva pravdivostnich hodnot
v zéavislosti na stavu svéta a je tedy jakoZto tato funkce na stavu svéta nezavisla.

Zistanme u empirickych vyrazd. Absurdnost pojmenovavéni jednotlivin jako
stanoveni vyznamu vyrazid by skute¢né mohla byt zvyraznéna Quineovskou metaforou
,.-mytus muzea“, podle néhoZz sémantika pfirozeného jazyka, kterd vychazi z pfitazovani
vyznami jednotlivym vyrazim, degraduje jazyk na nalepkovani jednotlivych muzejnich
exponatl. Quinetv holismus ov§em vyléva s vanickou i dité: Podle ného nelze sémanticky
ohodnocovat jednotlivé vyrazy, nybrZ pouze celky typu jazyka nebo védecké teorie.
Avsak spojeni vyrazid s vyznamem ma hodné daleko k primitivnimu (a NB nemoznému)
nélepkovani jednotlivin. Vidéli jsme piedevsim, Ze nemiZe jit o nalepkovani jednotlivin, a
ony podminky, o kterych jsme mluvili a které maji charakter intenzi, tj. funkci z moZnych
svétl a Cast, jsou jisté néco, co nepfipousti srovnani s muzejnimi expondty. Jsou tedy
intenze vhodnymi kandidaty na roli vyznamii?
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2 Intenze jako vyznamy?

Pokud chipeme intenze jako funkce z moznych svétd, které nabyvaji v daném mozném
svété v daném Case urcitou hodnotu, pak nespliiuji jeden ze znaki, které musi mit
vyznam. Jsou totiZ jednoduché v tom smyslu, Ze nemaji ¢asti, tim spiSe pak casti, které
by odpovidaly ¢astem daného vyrazu. Jako ilustraci uvazujme vétu Mésic je mensi nez
Zemé. Kdyby vyznam této véty byla intenze, pak by to byla propozice, tj. funkce, kterd by
moznym svétlim a Castim pfifazovala pravdivostni hodnoty. Nasemu, *aktudlnimu’svétu
by nyni pfifazovala Pravdu, ale protoZe nejde o matematické ¢i logické tvrzeni, neni toto
prifazeni nutné: jde o nahodily fakt, takZe v jinych moZnych svétech by tato propozice
nabyvala hodnoty Nepravda a napf. v téch svétech, kde Mésic neexistuje, by byla bez
jakékoli pravdivostni hodnoty. Jde tedy o pouhé pfifazeni hodnot argumentiim (tj. svétim
a Castim) a nic v takovém funk¢nim prifazeni neodpovida jednotlivym podvyrazim nasi
véty. Také je zfejmé, Ze propozice prfifazend véte€ Zemé je vétsi neZ Mésic by se absolutné
ni¢im neliSila od propozice pfitazené prvni véte.

Obecné pak prifazeni intenze jakoZto vyznamu danému vyrazu je pfifazeni nestruktu-
rované mnoZiny (nebot’ funkce jsou mnozinové objekty) obecné strukturovanému vyrazu,
takZe podstatnd informace, kterou se mame dik vyznamu dovédét, je ztracena.

Na nedostatecnost analyzy zalozené vyhradné na intenzich upozornil 1947 Rudolf
Carnap ve slavném spise Meaning and Necessity, ale obecné zndmou se stala kritika
"nestrukturovaného vyznamu’ az v sedmdesétych letech dik Cresswellovi a jeho (1975)
a (1985ﬂ Cresswell se pokusil zachytit vyznam jako strukturovany objekt na zdkladé
usporadanych n-tic. Jeho pokus mél strukturovanost vyrazu spojit se strukturovanosti
vyznamu: jednotlivym podvyrazim pak odpovidaly jednotlivé slozky pfislusné n-tice.
Jak ovSem ukdzal Pavel Tichy (1994)E] n-tice jsou sice jakymsi seznamem vyznamui
jednotlivych podvyrazi, ale nemohou byt né¢im, co bychom chépali jako vyznam vyrazu
E: ten jisté nenf jen seznamem vyznami jednotlivych podvyrazi E.

3 ReSeni

Pokud jde o intenze, je jisté intuitivni mluvit o tom, Ze empirické vyrazy oznacuji
(netrividlni) intenze. Vyraz nejvetsi planeta nebude tedy oznacovat Jupiter, nybrz
’individuovou roli’, tj. funkci, kterd kazdému moznému svétu pfiradi v jednotlivych
okamZicich nejvyse jeden objekt (individuum), vyraz Mésic je mensi neZ Zemé oznaCuje
nikoli pravdivostni hodnotu, nybrz propozici, vyraz hnédy pes neoznacuje tfidu individui,
nybrZ vlastnost individui atd. atd. To, co vyraz oznacuje, tj. jeho denotat, neni ovSem jeho
vyznam. Vyznam je to, dik ¢emu vyrazu rozumime, a jisté tedy musi byt strukturovany.
Vidéli jsme, Ze Cresswellovy n-tice nespliiuji naSe o¢ekdvani, ale zatim jsme nenasli
nahradu. Bez adekvatni explikace vyznamu nepochopime ovSem vazbu mezi vyrazem a
jeho denotitem. Vyznam ziejmé vede k denotatu, je to pojitko mezi vyrazem a denotatem,

4 (1975): ‘Hyperintensional logic’, Studia Logica, vol. 34, pp. 25-38, (1985): Structured meanings,
Cambridge: MIT Press.
5 Viz také Jespersen (2003) ‘Why the tuple theory of structured propositions isn’t a theory of
structured propositions’, Philosophia, vol. 31, pp. 171-83.
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pokud mozno jednoznacné. Co v té abstraktni fi§i mtze uspokojit nasi intuici v tomto
sméru?

JiZ . 1968 nalezl feSeni Pavel Tichy (1968, 1969ﬂ Tichy zavadi pojem (abstraktni)
procedury, jak ho zndme z teorie algoritmili (efektivnich procedur). KdyZ hledame
Fregovsky smysl (zde budeme mluvit o vyznamu) uritého vyrazu E, pak narazime
na fakt, Ze jde o urcitou proceduru, jejiz jednotlivé kroky odpovidaji skladani urcitych
procedur, jez odpovidaji vyznamim jednotlivych podvyrazi E a jejichz vysledek je
procedura odpovidajici vyznamu celého vyrazu E.

Tento procedurdlni pohled je velmi pfirozeny a uspokojuje nase intuice: Tak jako
matematické objekty jsou abstraktni a pfitom s nimi zachdzime dnes a denné, tak
vyznamy jakoZto abstraktni procedury mohou byt uchopeny dik tomu, Ze zndme vyznamy
jednotlivych slov a dovedeme s t€mito vyznamy zachazet, protoZe zname dik gramatice
daného jazyka proceduru, kterd kombinaci dil¢ich procedur dospiva k celé procedure-
vyznamu.

Tichého idea procedurdlni definovatelnosti vyznami je nezranitelnd Quineovou
proslulou kritikou, protoZe se nesnazi definovat vyznam na zdkladé pojma analyti¢nosti
a synonymie, nybrZ definuje vyznam nezdavisle na téchto pojmech (coZz umoziuje
naopak definovat analyti¢nost a synonymii na zdkladé pojmu Vyznamu)ﬂ] Z divodid
prevazné mimoteoretickych nebyla tato idea ve svétové literatufe zaznamendna a dochazi
pozornosti az v dobé, kdy Tichy vytvaii Transparentni intenziondlni logiku (TILﬂ v niz
definuje nejdilezitéjsi procedury jako tzv. konstrukce, jejichz teorii po formaln{ strance
inspiroval (typovany) A-kalkul.

Montagueﬂ a dals{ stoupenci jeho Skoly LANL rovnéz vyuZili typovany A-kalkul, ale
nezabyvali se explicitné konstrukcemi: A-termy byly interpretovany jako funkce, které
jsou konstrukei konstruovany, nikoli jako konstrukce samy. Montaguovci tedy nemohou
provadét analyzy, jejichZ vysledkem jsou hyperintenziondlni objekty. Nemohou tedy napft.
analyzovat postoje tykajici se matematickych objekta.

Sama idea strukturovaného vyznamu je ovSem béZnd (viz pfedchozi komentar ke
Cresswellovi). Viz také Moschovakis, Y.N. (1994): ‘Sense and denotation as algorithm
and value’, in: J. Viindnen and J. Oikkonen (eds.), Lecture Notes in Logic, vol. 2, Berlin:
Springer, pp. 210-49.

4 Intermezzo: matematické vyrazy

Souvislost vyznamu a procedury lze dobre ilustrovat na analyze matematickych vyrazg.
Predevsim je jasné, Ze matematické vyrazy maji vyznam, pfiCemz nikdy neoznacuji
intenze. O vyznamu jakoZto intenzi se proto nikdy nemiiZze ani uvazovat. Konstrukce

6 (1968): ‘Smysl a procedura’, Filosoficky casopis, vol. 16, pp. 222-32, (1969): ‘Intensions in
terms of Turing machines’, Studia Logica, vol. 26, pp. 7-25.

" Viz Materna (2007).’Once more on Analytic vs. Synthetic’, Logic and Logical Philosophy
Volume 16 (2007), 3-43.

8 Viz zejména Tichy (1988). The Foundations of Frege’s Logic. De Gruyter.
° Montague (1974): Formal Philosophy: Selected papers of Richard Montague, Thomason, R.
(ed.), New Haven.
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jako vyznam matematického vyrazu je naproti tomu velmi pochopitelnd. Vezméme zcela
jednoduchy priklad: vyraz

a) 3+2=6-1

Jak rozumime tomuto vyrazu: fikd snad, Ze 5 = 5? To by se Zaci procvicujici takové
priklady moc nenautili. Cislo 5 neni v a) zmin&no, protoze v a) se nemluvi o &islu 5,
nybrz o rovnosti vysledku s¢itdni na 3 a 2 s vysledkem od¢itani 1 od 6. Vyznam véty a)
je tedy urcitd procedura, spocivajici zhruba v téchto krocich:

1) Aplikuj operaci s¢itani na dvojici (3, 2).
ii) Aplikuj operaci od¢itani na dvojici (6, 1).
iii) Vysledek i) porovnej s vysledkem ii).
iv) iii): Jde o stejné Cislo, rovnost je pravdiva.

Na matematickych vyrazech mtizeme také ilustrovat problém jednoduchych vyznamii /
pojmii.

Za jednoduchy vyznam (jednoduchy pojem) pokldddme jednokrokovou proceduru
spocivajici v identifikaci pfislusSného objektu bez pomoci jinych procedur. Jak si
miZeme ukazat pravé na matematickych vyrazech, jednoduchy vyznam (pojem) je
casto neproveditelna procedura, kdyz totiz jde o nekonecny objekt. Jednoduchy pojem
prvodisla (reprezentovany v TIL tzv. trivializaci, tedy “prvoéislo) je procedura, kterd vede
k aktudlnimu nekonecnu, v naSem piipadée k celé nekone¢né mnoZiné prvocisel. Jak si
tedy vysvétlime, Ze vyraz prvocislo je srozumitelny, Ze jeho vyznam je dostupny? Jde
o to, Ze “prvoéislo neni vyznamem tohoto vyrazu, je pouze ekvivalentni tomu vyznamu:
vyraz prvocislo vznikl jako zkratka, a kdo tomuto vyrazu rozumi, ovladd nékterou
z efektivnich procedur, které jsou vyznamem nékteré definice mnoZiny prvocisel, pfi¢emz
tyto procedury nevedou k aktudlnimu, nybrZ jen potencidlnimu nekone¢nu. Jedna takova
procedura bude vypadat zhruba nasledovné:

M¢jme néjaké (pfirozené) ¢islo m.

1) Vytvor tiidu K ¢isel j takovych, Ze m je délitelné j.
ii) Obsahuje K presné dva prvky? Jestlize ano, m je prvocislo. Jestlize ne, m neni
prvocislo.

Oba kroky obsahuji kone¢né mnoho podkroki. Takto miizeme o kazdém &isle rozhodnout
kone¢nym poctem kroku, zda je ¢i neni prvocislo.

Procedury, které jsou vyznamem empirickych vyrazd, vedou k intenzim, tj. k funkcim
z moznych svétl (+ Casl) a neobsahuji krok, ktery by urcil, ktery svét je aktudlni. Na
rozdil od matematickych vyrazl, kde vyznam vede k matematickému objektu, coZ je
konecny cil, jsou denotatem empirickych vyrazl funkce, jejichz hodnota v aktudlnim
svEte (+ Case) nemuze byt efektivné urCena a kterou musime teprve empiricky zjist ovat.
Tuto hodnotu, kterou LANL nemiZe *vypocitat’, nazyvame referenci. Napiiklad vyznam
vyrazu nejvétsi planeta je konstrukce takové funkce, kterd kazdému moznému svétu
pritadi v daném cCase nejvySe jeden objekt. Tedy: vyznamem je ta konstrukce (k niZ
dojdeme analyzou toho vyrazu), denotdtem je ta funkce a referenct, tj. hodnotou té funkce
v aktudlnim svété nyni, je Jupiter. Cesta k denotatu je zaleZitost LANL, objev reference
maji v popisu prace astronomové.
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5 Uloha gramatiky

Predstavme si procedury:

A. Kazdé tidé objektd (individui) pfifadi podle okamzitého stavu svéta ten jeji prvek
(pokud takovy je), ktery je nejvétsim prvkem té tiidy.

B. Kazdému okamzitému stavu svéta prifadi tfidu objektd nazyvanych planeta.

C. O kazdé dvojici individui rozhodne v daném stavu svéta, zda prvni Clen je mensi nez
ten druhy.

D. Danému stavu svéta prifadi individuum zvané Slunce.

Nyni uvaZzujme vétu
Nejvétsi planeta je mensi neZ Slunce.

Chybné chapani sémantiky by postupovalo tak, Ze by prosté ptifadilo procedury A. — D.
po fadé vyrazim nejvétsi, planeta, mensi nez, Slunce. Jak tika Tichy, tyto procedury
¢i vysledky téchto procedur by z uvedené véty visely jako ozdoby na vétvi vanocniho
stromku. Z tohoto pohledu by tyto jednotlivé vyznamy nebo denotéty ’drZely pohromadé’
jen diky jazykovému vyrazu, tj. rezignovali bychom na vyznam celé véty.

LANL v podobé analyzy na zakladé TIL nabidne konstrukci (w, ¢ jsou proménné po
fadé moznych svétd a Casti)

MwAt [mensi_neZ,,; [“nejvétsi,,; *planeta,,;] °Slunce],

kterd reprezentuje vyznam celé véty, tj. je mimojazykovou procedurou, kterd neni pouhym
vyctem jednotlivych atomickych’ procedur, nybrz je sama instrukci, procedurou pracujici
s témito atomy.

Z tohoto hlediska je gramatika daného jazyka souborem pravidel, kterd umoziuji
zakddovat zplsob, jakym se jednotlivé konstrukce-vyznamy spojuji v nové konstrukce-
vyznamy. Stromy, které jsou vysledkem syntaktického parseru, by mély strukturdlné
odpovidat pfislusné konstrukci, tj. vyhovovat principu kompozicionality, podle néhoZ
(m—vyznam, F — syntaktickd funkce, G — sémantickd funkce, ei,...,ex podvyrazy
vyrazu E):

m(F(eq,....er)) = Gim(er),...,m(ex)).

(viz Szabé, Z.G. (2005): "Compositionality". The Stanford Encyclopedia of Philosophy
http://plato.stanford.edu/archives/spr2005/entries/compositionality/.)
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Abstrakt Clanek se zabyvd moznostmi pocitatového zpracovani sémantiky
prirozeného jazyka a redlného svéta a pokldadd otdzku, do jaké miry je toto
zpracovani mozné a smysluplné. Odpoveéd pak hledd v kombinaci poznatkt
a zkuSenost{ tfi riznych obort — neurovéd, lingvistiky a informatiky. Stru¢né
je prezentovan pohled neurovéd na fungovani lidského mozku a popsany pamét ové
sloZky majici vliv na zpracovdni sémantiky pfirozeného jazyka a sémantiky
vnéjstho redlného svéta. Kratce je predstaven i vnéjsi, lingvisticky pohled na
pfirozeny jazyk a jeho sémantické roviny. Z informatickych obort jsou pak
pfedstaveny piistupy umélé inteligence a softwarového inZenyrstvi. Zminéna je i
vize sémantického webu.

1 Uvod

Zpracovani sémantiky prirozeného jazykeﬂ patii mezi problémy, se kterymi si souc¢asné
pocitatové systémy a aplikace dokdZou poradit jen ¢astecné. Teorii, pristupt i experi-
mentt, které se pokouseji pfirozeny jazyk popsat a zpracovat i na sémantické tirovni,
existuje samoziejmée velké mnoZstvi, malokdy se vSak ptame, proC se o vyieseni tohoto
problému viibec snazime. Zvykli jsme si zaddvat klicova slova do internetovych vyhleda-
vac, pri telefondtech na linky mobilnich operatort ¢i dopravnich spolecnosti hledime
Casto nejkratsi cestu k Zivému operatorovi, abychom se nemuseli ,,bavit* s po¢itacovym
dialogovym systémem a zda jsme nalezli ten spravny dokument, ktery potfebujeme,
pozndme nejlépe sami po alespoil letmém precteni. Navic si ¢asto nerozumime ani mezi
sebou (nedokdZeme spravné interpretovat promluvu jiného ¢lovéka). Existuji kromé touhy
po pocitacovém ,,pokofeni ptirozeného jazyka i raciondlni divody, pro¢ se snazime
pocitacové zpracovat i jeho sémantiku? Co nam toto zpracovani mutize prinést a do jaké
miry jej mame realizovat?

Sémantiku prirozeného jazyka miizeme chépat jako jazykovou interpretaci slozitého
vngjsiho redlného svéta a zaroven sloZitého vnitiniho svéta jednotlivce. Kromé smyslo-
vého zpracovani vnéjsi reality se na vysledné jazykové interpretaci podili i fada internich
procest (schopnost kognitivniho a emocidlniho zpracovani, zkusenost, stupeni zvladnuti

! Pocitatové zpracovani sémantiky prirozeného jazyka tak, jak je chapdno v tomto textu, zahrnuje
schopnost pocitacového systému smysluplng interpretovat text ¢i promluvu v pfirozeném jazyce
a posléze na tento text ¢i promluvu adekvatné reagovat; zkoumdna je schopnost pocitacového

2

,porozuméni‘ pfirozenému jazyku.

Dana Hlavackovd, Ale§ Hordk, Kldra Osolsobé, Pavel Rychly (Eds.): After Half a Century of Slavonic Natural Language Pro-
cessing, pp. 163{T71] 2009.
(© Masaryk University 2009
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daného jazyka apod.). Vysledné lidské zpracovani sémantiky pfirozeného jazyka je stejné
jako dalsi aspekty lidského chovani a jednani ovlivnéno jak geneticky, tak u¢enim a
zivotni zkuSenosti. Historicky lze pocitacové zpracovani sémantiky ptirozeného jazyka
spojit s vyvojem feCovych aplikaci a automatickych pfekladaéfﬂ V aplikacich umélé
inteligence je sémantickd droven jazyka feSena napf. pfi vyvoji dialogovych informacnich
systému zaloZenych na rozpoznavani pfirozeného mluveného jazyka. Tyto systémy a
aplikace se vSak v pripadé mluveného jazyka zamétuji vétSinou na zpracovani signalu,
urcenf slovnich hypotéz a CasteCné zpracovani syntaxe promluvy. Sémantika, pokud je
vibec zpracovavana, se obvykle omezuje na vyhledavani a porovnani vyznamu slova
vzhledem k systémové ¢i doménové databdzi. Systémy aplikujici sloZité systémy pravi-
del, specidlni formalismy, historii dialogu, pravdépodobnostni modely promluv apod. se
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systéma pak ,,paradoxné‘ vyuzivaji ke zpracovani sémantiky hrubsi silu (rozsahlé kor-
pusy, statistika, jednoduchd pravidla), neZli sofistikované algoritmy a systémy sloZitych
pravidel.

Dnes je pozornost vénovéna piedevsim pocitacovému zpracovani psanych dokumentd
— vyhleddvan{ informaci v dokumentech, metodam organizace a klasifikace dokumenti
(napft. projekt WEBSOM [2]), vytvaieni vyznamovych siti (napf. projekt EuroWordNet
[2]), anotaci korpust, sumarizaci dokumentd, automatickému prekladu apod. O zpraco-
véni sémantiky ve smyslu porozuméni viak asto nejde. Rada metod pfistupuje k doku-
mentu jako k souboru dat, ktery je nutné porovnat s jinym souborem dat (napf. s dotazem
uZivatele nebo s jinym dokumentem), obsah souboru a jeho vyznam vSak dale nijak
nezkouma.

Velkou vyzvou a potenciondlnim feSenim problému pii pokusech o zpracovani
sémantiky prirozeného jazyka se stala snaha o realizaci tzv. sémantického webu. Zde vSak
jiZ nemZeme hovofit o pfirozeném jazyku a jeho zpracovani (centrem zpracovani neni
dokument), ale o datovém modelovani redlného svéta (zpracovavana jsou oznackovana
data) a prace s konceptualizovanymi daty ve webovém prostiedi. I tato mySlenka a
predev§im pokus o realizaci (zastit ovany konsorciem W3C) vSak zatim nepfinesly
ocekdvané vysledky. ,,Popovidat si“ s pocitacem v ptirozeném jazyce (at’ textoveé nebo
hlasové) je dnes stile mozné jen ve velmi omezené doméné. Pres snahu odborniki
z riznych védnich disciplin navrhnout formalismy ¢i metajazyky popisujici libovolnou
cast sémantické roviny jazyka nedoslo v tomto sméru zatim k vyznamnéj$imu pokroku.
Proto je i v soucasné dobé vyvoj aplikaci, které zpracovavaji sémantickou informaci
prirozeného jazyka, velmi problematicky. Proc€ je pfirozeny jazyk takto nezkrotny? Lze
se v této situaci poucit u ¢lovéka, Cili zkoumat, jakym zptisobem zpracovava sémantiku
lidsky mozek? Je mozné, Ze plné zpracovani sémantiky prirozeného jazyka (jakéhokoli
dokumentu ¢i promluvy) soucasnymi prostfedky vypocetni techniky je nezvladnutelny
tkol?

2V tomto piipadé je zpracovdvédna jak sémantika redlného svéta, ktery se snaZi pfirozeny
jazyk postihnout (dialogovy systém — modelovani domény), tak sémantika samotného jazyka
(dialogovy systém — porozuméni promluvé, automaticky preklad).
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2 Sémantika a lidsky mozek

Z poznatkil neurovéd vyplyva, ze funkéni systémy lidského mozku (napf. systém jazyk a
fe¢ nebo pamét’) vykazuji znaky rozsdhlého distribuovaného systému, ktery je funkéné
¢asteéné modularni (podrobnéji napf. [4]). Tyto funkéni systémy maji tzv. ziZené profily
informacniho Chod Soucasti dlouhodobé védomé paméti jsou i tzv. epizodicka a
sémantickd pamét’. Epizodickd pamét je pamét ova slozka slouZici k zapamatovani
udalosti vdzanych na kontext, prostor a ¢as (uddlosti autobiografického charakteru),
sémantickd pamét’ slouzi k zapamatovani fakt, pojmi a vyznami ,kontextové
nezdvislych®. Obé paméti jsou CasteCné vazany na odliSné ¢asti mozku a Cistecné se
prekryvaji. Vykazuji vzdjemnou spolupraci, jsou vSak schopny fungovat i samostatné,
napf. pfi vyznamném poskozeni jedné z nich. Kromé epizodické a sémantické paméti lze
identifikovat i dal$i aste¢né oddélené pamét’ ové slozky, které se podileji na zpracovani
pfirozeného jazyka, napf. lexikalni a syntaktické informaceﬂ Na vyslednou interpretaci
sémantiky pfirozeného jazyka m4 pak vliv i emo¢ni pamét’.

JestliZe budeme predpokladat, Ze epizodicka i sémanticka sloZka paméti maji vliv
na vysledné promluvy jednotlivce i na dokumenty, které tento jednotlivec napise, pak
stejné tak maji tyto pamét'ové slozky vliv na interpretaci promluv jinych osob ¢i
dokumentii napsanych jinymi lidmi. Jestlize vliv sémantické pamét ové slozky skyta
moznost smysluplného zpracovani vyslednych promluv nebo dokumentti, pak piispévek
epizodické slozky paméti je pro pocitacové zpracovani sémantiky patrné nefesitelnym
problémem. Sepéti této pamét’ ové slozky s osobni zkusenosti jednotlivce, kterd se navic
neustdle vyviji a méni v Case, by znamenalo nutnost pfizptsobeni pocitacového systému
této zkuSenosti. Umime dostatecné presné modelovat vSechny aspekty zkuSenosti? Jsme
schopni v redlném Case tyto udaje pocitaci preddvat?

VéEtsi moZnosti ndm poskytuje sémantickd sloZka paméti. Nezdvislost na kontextu
odstinuje do zna¢né miry osobni zkusSenost, pfesto by bylo iluzorni obsah sémantické
slozky paméti povazovat za shodny u vSech lidskych jedincd. MiZeme vSak predpokladat,
Ze vzajemna shoda bude naristat u lidi Zijicich v stejném Casovém obdobi, ve stejné
kulturn{ oblasti, v podobnych socidlnich podminkdch, s podobnou trovni vzdélan{ atd.
Vzijemnou shodu sémantické slozky paméti podporuje v né€kterych Zivotnich sférach i
postupujici globalizace.

Polozky sémantické slozky paméti vykazuji vzdjemny asociativni vztah na obecnéjsi
roviné. Tento vztah zaloZeny na ,,chaotickém* propojeni obrovského mnoZzstvi synapsi je
v redlnych aplikacich modelovan mnoha prostfedky a formalismy (pravidla, gramatiky,
umélé neuronové sité, ramce, sémantické sité, objektoveé orientovany ndvrh apod.).
Avsak kazdy z té€chto prostfedku se osvédcil pouze ve velmi specifickych tlohéch. Pfi
experimentech na rozsahlej$ich doménach dochézi k nekontrolovatelnému nartstu redlné
nesmyslnych vazeb.

Jak je moZné, Ze v sémantické sloZce paméti vznikaji ,,nesmysIné* vazby v mensi
mife neZ pfi pouZziti modelovacich prostiedkti? Miizeme predpokladat, ze vyssi redlnost
sémantické slozky paméti je vysledkem mohutné vypocetni kapacity neuronovych

3 Zizeny profil informa¢niho chodu oznaluje misto, jehoZ poskozent je kritické vzhledem k funkci
ptislusného funkéniho systému.
4 Nékteré experimenty pripoustéjf existenci hierarchie objektd ve spankovych lalocich.
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obvodd? Znamena to, Ze modelovaci prostfedky jsou nepfesné jen proto, Ze obsahuji malo
vypocetnich prvka?

Znamena to, Ze i zdkladem lidského usuzovani neni nic jiného neZ dostatecny pocet
neuront a synaptickych spojeni vznikajicich nejprve na genetickém zdklad€ a poté na
zakladé mapovani redlnych udélosti nejprve do epizodické a posléze sémantické slozky
paméti? Znamena to, Ze pokud nemame k dispozici dostate¢nou vypocetni kapacitu, pak
nemad smysl se pokouset vymyslet sofistikované formalismy pro zpracovani pfirozeného
jazyka, nebot’ ty pak nezvladnou rozsah uchovavanych znalosti, nebo naopak produku;ji
mnozstvi nesmyslnych znalosti? Statistické metody jsou napf. ve srovnani s formalismy
zaloZenymi na systému pravidel relativné dspés$né, jejich spolehlivost roste s mnoZstvim
dostupnych trénovacich dat.

3 Sémantika a lingvistika
Lingvistické teorie obecné zkoumaji prirozeny jazyk na zakladé jeho vnéjsich projevu.
Sémantika jako lingvisticka disciplina zaujima ke zpracovani sémantické informace
prirozeného jazyka rozdilné postoje. Pripousti, Ze vagnost a nejednoznacnost pfirozeného
jazyka je jeho zakladni vlastnost (teorie odpovida konceptu pamét ovych slozek). Tento
pristup pak kontrastuje se snahou lingvistiky vybudovat obecnéjsi droven reprezentace
sémantiky a obecnou sémantickou hierarchii. Néktefi lingvisté se pak pokouseji najit
kontextové nezdvislou troven pfirozeného jazyka (odpovida ,,globalizované* sémantické
sloZce paméti), zatimco jini pfiznavaji mnohoznacnost tzv. jednoduchého jazykového
Znaklﬂ zavislost v§znamu na doméné (odpovida sémantické sloZce paméti v rdmci urcité
domény), situaci a individudlni interpretaci (odpovida epizodické slozce paméti). Pak jen
tzv. konceptudlni a koloka¢ni vyznamova slozka (vysvétleno napft. v [5]) jednoduchého
jazykového znaku muzZe slouzit jako zdklad pro vytvareni sémantickych hierarchii a
ontologii.

Sémantické teorie slozitého jazykového znaku (promluvy) jsou velmi riznorodé
a neucelené. Pripoustéji (podobné jako v pripadé jednoduchého jazykové znaku) jak
existenci a neoddélitelnost jednotlivych vyznamovych slozek, tak moZnost pracovat
s nékolika castecné nezdvislymi stupni porozuméni. Vysledné popisy prirozeného jazyka
a jeho sémantickych rysd byvaji bud vagni (a tedy obtiZné aplikovatelné) pro pocitacové
zpracovani pfirozeného jazyka, nebo obsahuji znaéné mnoZstvi pravidel a vyjimek a
pocitacové zpracovani pak generuje znacné mnozstvi neredlnych jazykovych konstrukef ¢i
jejich interpretaci (problém vzajemného mapovani abstraktnich vrstev popisu sémantiky,
aplikace gramatik atd.). Mezi teorie zabyvajici se sémantikou pfirozeného jazyka patii
napt. kontextovy pfistup, princip kompozicionality, syntakticko-sémantické vétné vzorce
a mimojazykové mikrosituace (podrobné viz [3]), model lidského chovani nebo teorie
aktudlniho ¢lenéni véty v Cestiné (podrobné v [8]).

Moderni lingvistika se zabyva i proménlivosti sémantiky pfirozeného jazyka a
sémantického pole v Case, tedy posunu interpretace vyznamu promluv a textd u skupiny
lidi, ktera jazyk pouZiva v riznych casovych obdobich.

3> Pojmy jednoduchy a sloZity jazykovy znak jsou podrobn& vysvétleny napf. v [5].
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4 Sémantika a informatika

Informatika se od svého vzniku vénuje predevsim jazykim formalnim. Pfesto prudky
rozvoj tohoto oboru vedl az k situaci, kdy jazykem formalnim chceme zpracovavat
jazyk pfirozeny. Zpracovanim sémantiky pfirozeného jazyka se v rdmci informatiky
nejprve zabyvala uméld inteligence. Sémantické reprezentacni a interpretacni systémy
vytvorené v rdmci vyvoje inteligentnich dialogovych systému (pfehled napf. [5]) se
vyznacuji mnohymi spole¢nymi vlastnostmi. Vyznamné je predev§im centrdlni postaveni
slovesa a volba abstraktni tirovné popisu vyznamu ostatnich slozek véty ¢i promluvy
(nazyvané koncepty, tematické role,...). JelikoZ uZiti pouze jedné abstraktni drovné
popisu vyznamu se ukazovalo jako nedostate¢né, tvirci dialogovych informacnich
systéma pristupovali k definici n€kolika abstraktnich trovni jak doménové zavislych,
tak doménové nezdvislych. Vyvijené metody umélé inteligence pro (nejen) zpracovani
sémantiky jsou dobfe pouZitelné v tzkych a specifickych situacich, v ptipadé zpracovani
rozsahlej$i domény se i v této oblasti stale vice prosazuji metody zaloZené na statistice,
rozsdhlé datové zdkladné a vykonném hardwaru.

Vyznamny krok vpfed pfi modelovani sémantiky redlného svéta (a nékterych
vyznamovych slozek prirozeného jazyka) udé€lalo i softwarové inzenyrstvi. Nelze zde
samozfejmé hovofit o zpracovani sémantiky ptrirozeného jazyka, 1ze vSak pozorovat
zvysujici se droven vyjadritelné abstrakce, kterou dovoluje vyuZit zvoleny formaln{ jazyk.
Prostfedky objektovée orientované analyzy a objektové orientovaného navrhu tak poskytuji
aparat pro casteny popis sémantické pamét ové slozky (typicky asociativni vazba). Tento
popis je samoziejmé zjednoduseny, presto vSak dostupnéjsi a srozumitelné;si Sirsi odborné
komunité neZli prostfedky a metody umélé inteligence.

Objektoveé orientovand analyza definuje pohled na redlny svét bez ohledu na
implementacéni prostiedky. Analyticky model vystihuje podstatu omezeného svéta ve
formé tiid objektd a jejich vzajemnych asociativnich vazeb. Je mozné jej pfirovnat
k abstrakci sémantické slozky paméti definujici zakladni koncepty (pokud pfijmeme i
lexikdln{ sloZku paméti, pak je modelovana i tato) a jejich vzdjemné asociace. Objektove
orientovany nédvrh pak analyticky model déle rozSifuje o definici vlastnosti a chovani
typizovanych objektd a o vzdjemnou interakci téchto objektti. Modelovani{ vlastnosti
se zde lis{ od prostfedk umél€ inteligence. Zatimco v klasickych formalismech jsou
vlastnosti Casto definovany na stejné drovni abstrakce jako souvisejici objekty, zde
se stdvaji ptimo soucasti objektového paradigmatu a principu zapouzdfeni. DalS§im
modelovacim prostiedkem je pak princip dédi¢nosti typti objektd (zavedeni hierarchie).

Nalezneme podobné struktury i v oblastech sémantické slozky paméti? Lze aktivaci
neuronovych oblasti v daném Case Gspésné modelovat definici vlastnosti a zptsobt
chovani typizovanych objekti? MiZeme predpoklddat, Ze dva jevy prezentované na
neuronové urovni aktivaci ¢aste¢né spole¢nych souborti neuronti budou na strukturalni
urovni prezentované alespon ¢dstecné stejnymi vlastnostmi a chovém’nﬂ? Z hlediska
modelovani redlného svéta vySe popsanym strukturdlnim zptisobem je zfejma snaha
souvisejici jevy udrzet pohromadé, a to asociativnimi vazbami nebo pifimo na trovni
definice vlastnosti a chovéni objekt.

Dals{ pohled na softwarovou realizaci jednotlivych sloZzek paméti predstavuje model
uchovani persistentnich objekti. Sémantika persistentnich dat je nejcastéji definovana

crx 2

® Experimenty potvrzuji, 7e souvisejici jevy aktivuji ¢4steéné spoleéné skupiny neurond.
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relaénim modelem (v pfipadé pouziti databdze) ¢i tzv. sémantickymi znackami na
urovni XML dokumentu. Z hlediska dal$iho zpracovani dat se vSak volnost pfi definici
sémantickych znacek ukazuje jako nepraktickd, nebot’ je nutnd jejich dalsi interpretace.
Obecné pak hrozi nebezpeci vzniku nékolika vrstev popisti — metadat na drovni riznych
vrstev abstrakce. Mapovani mezi jednotlivymi vrstvami abstrakce je pak obecné velmi
problematické.

Za vyznamny mezistupen (a moZny bod setkani akademictéjsi umélé inteligence a
prakti¢téjsiho softwarového inZenyrstvi) mezi komplexnéj$im zpracovanim sémantiky
pfirozeného jazyka a typickym modelovanim sémantiky redlného svéta pocitaCovymi sys-
témy lze povaZovat vizi tzv. sémantického webu. Sémanticky web [7] lze charakterizovat
jako rozsifeni soucasného webu takovym zpisobem, Ze bude mozna kombinace a inte-
grace dat z riznych zdroja, a tak se vyznamné zlepsi spoluprace jak mezi lidmi, tak mezi
pocitatovymi systémy. Tento piistup zahrnuje myslenkovy posun od zpracovani a vymény
dokumentt ke zpracovani a vyméné dat. Tato vize predpokladd, Ze data prezentovana
na internetu budou mit ptesné definovany vyznam a tim bude umoZnéno jejich strojové
zpracovani. Celd mySlenka sémantického webu tak pocita s konceptualizaci dat (existenci
doménovych ontologii), existenci aktivnich inteligentnich komponent zabezpecujicich
pozadavky uZivateld a standardizovaného popisu webovych zdrojiﬂ Idea sémantického
webu byla predstavena jiZ v roce 2001 [1] a je podporovédna konsorciem W3C.

5 Zavér

Soucasné pfistupy k pocitacovému zpracovani sémantiky redlného svéta a ptirozeného
jazyka se stietdvaji s mnoha problémy a otdzka moznosti zpracovani sémantiky na drovni
strojového porozuméni je stale oteviend. Presto je z kombinace poznatkl a zkuSenosti
riznych obort (neurovéd, lingvistika, informatika) ziejmé, kde se nachdzi v soucasné
dobé realizovatelnd hranice. Modelovani svéta a pfirozeného jazyka jsou doménou oborti
umélé inteligence a softwarového inZenyrstvi. Zatimco klasickd, abstraktnéji orientovana
uméld inteligence stavi na formalismech a zobecnéni na trovni gramatik ¢i rznych
systému pravidel, softwarové inZenyrstvi vyuziva modelovacich prostfedkd prakticky
vyuZitelnych pfi realizaci konkrétnich aplikaci ve velmi omezenych doménach. Oba
obory se pak potkdvaji pti vyuZziti statistickych metod ¢i hardwarového vykonu. Jejich
vzajemné provazani je pak pravdépodobné i pfi realizaci myslenek sémantického webu.

Vezmeme-li v dvahu napf. uspofddani neurond a synapsi v lidském mozku, existenci
asociativnich vazeb, spolupraci sémantické a epizodické paméti, zdsadni roli epizodické
paméti v béZnych Zivotnich situacich, emo¢ni pamét’ jako vyznamny interpretacni
mechanismus nebo zkusenosti s modelovdnim redlného svéta v pocitaCovych systémech,
je jen velmi obtiZné si predstavit komplexni zpracovdni ptirozeného jazyka a vytvoreni
obecné abstraktni drovné sémantické reprezentace prirozeného jazyka. I v pripadé
modelovani sémantiky jednoduchych domén jsou vytvofené modely velmi sloZzité
a neodrazeji komplexitu celé situace, ¢i zavadéji neredlné vazby, vlastnosti a zptisoby
chovani. Je tedy moZné, Ze jedinym modelovacim prostfedkem pro popis a porozumeéni

" Price s webem by byla obdobna préci s relaéni databazi; vyzna¢nym piinosem je znadni
relevance odpovédi na poloZeny dotaz.
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prirozenému jazyku je prostiedek vypocetni kapacitou, usporddanim a fungovanim
obdobny lidskému mozku.

Na zacatku jsme se ptali, pro€ se snazZime pocitacoveé zpracovavat pfirozeny jazyk.
Moznad to nejen neumime, ale ani nepotiebujeme, a napf. vize sémantického webu miize
urcovat hranici, ke které z pohledu zpracovani sémantiky jazyka a redlného svéta staci
v informatice dojit.
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Kajicny a nevéricny — adjektiva na -ci/-cny: slovniky,
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Abstract. Kajicny and nevéricny — adjectives on -ci/-cny: dictionary, gram-
mar, corpora

The aim of this paper is to describe one type of the Czech deverbative adjectives on -
ci/-cny. Relevant data extracted automatically (http://deb.fi.muni.cz/deriv)
from the representative machine readable dictionary of Czech and from the corpora
of literary Czech (CNK: SYN2000, SYN2005, SYN2006PUB) will be presented.
The description of the pairs on -ci/-cny in Czech dictionaries (PSJC, SSIC, SSC)
and in grammar will be examined and the characterisation of them compared
with data mined from corpora. Afterwards the classification of this type will be
suggested and the lemmatisation-rules for the automatic morphological analysis
formulated. Finally the corpus based analysis of differences kajici/kajicny and

nevérici/mevéricny for lexicographical purpose will be tested.

1 Adjektiva na -ci/-cny: problém automatické morfologické
analyzy

Ke zkoumadni adjektiv na -ci/-cny dala podnét prace na derivaénim slovniku CeStiny
navazujici na algoritmicky popis odvozovani nékterych téméf paradigmaticky tvotfenych
derivacnich typti (Osolsobé 1996), mezi jinymi derivace adverbif od adjektiv a tvofeni
syntetickych tvar( II. a III. stupné adjektiv i adverbii. Pfi hledan{ lingvistickych podkladi
pro formulaci pravidel generovani syntetickych tvart komparativu/superlativu adjektiv na
-ci a moznosti automatické derivace adverbif a substantivnich nazvt vlastnosti na -ost od
téchto adjektiv, jsme narazili na nékteré nepfesnosti ve stdvajicich popisech adjektiv na
-ci/-cny (gramatiky, slovniky), které se odrdzeji v praxi automatickych morfologickych
analyzatord pouZivanych v eském prostiedi. Na zakladé analyzy jazykovych korpust se
pokusime navrhnout feSeni spornych mist pfijatelnd pro praxi automatické morfologické
analyzy a uspokojiva z hlediska lingvistické teorie.

2 Automaticky nastroj Deriv

Deriv (http://deb.fi.muni.cz/deriv) je nastroj vyvinuty na FI MU (srv. Hlavac-
kovi, Osolsobé, Pala, Smerk, 2009), ktery umoZiiuje jednoduchym zptisobem vyhledavat
ve strojovém slovniku automatického morfologického analyzatoru ajka (Sedlacek, 2004)

Dana Hlavackovd, Ale§ Hordk, Kldra Osolsobé, Pavel Rychly (Eds.): After Half a Century of Slavonic Natural Language Pro-
cessing, pp. 171-{T86] 2009.
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lemmata podle formalné zadanych pravidel (dvodni fetézec, koncovy fetézec, morfo-
logicka znacka) a vytvaret touto cestou seznamy slov, kterd s velkou mirou pravdépo-
dobnosti patif k jednomu derivaénimu typu, respektive jsou tvofena jednim derivacnim
prostiedkem. Se seznamy Ize ndsledné pracovat, je moZné je prohliZet ve dvou modech, a
to jako prosté seznamy nebo jako seznamy s uvedenim frekvence vyhledanych jednotek
v korpusu SYN2000 (viz niZe). Nastroj tedy umoziuje rychlé prohledani a extrakci dat
z rozsahlého strojového slovniku ¢eskych kment (Osolsobé 1996, Sedlacek 2004), je
propojen s korpusem SYN2000 (100 miliont slovnich tvard), a umoziuje tak v korpusu
overovat frekvenci jednotek zahrnutych ve strojovém slovniku.

Pozndmka: Strojovy slovnik CeStiny (Osolsobé 1996) byl vybudovdn na zdkladé heslafe
SSJC a doplnén o fadu dalSich slov na zakladg testovani aplikaci automatickych morfologickych
analyzatort lemma (Sevetek 1996) a ajka (Sedladek 2004) na korpusech &estiny (korpusy CNK,
korpusy budované na FI MU). Strojovy slovnik analyzatoru ajka zahrnuje zhruba 400 000 jednotek
(kment), k nimzZ na zdkladé formdlnich pravidel (deklinacnich vzori) generuje 6 miliond slovnich
tvaru.

2.1 Analyza materialu

Pro vyhleddni informaci o moZnych slovotvornych vztazich adjektiv na -ci/-cny, adverbii
na -cné a substantiv na -cnost jsme pouZili automaticky nastroj Deriv (webové rozhrani).
Po pfihldseni (uzivatelské jméno/heslo) v Deriv zvolime z nabidky funkci Hledani slov
podle pravidla. Nejdiive zaddme do nabidky piikaz pro vyhledani slov konéicich na -c/
a majicich znacku k2.* (adjektivum) a uloZime je do souboru (1). Pak zaddme piikaz pro
vyhledani slov konéicich na -cny a majicich znacku k2.* (adjektivum) a uloZime je do
souboru (2).

Vytvorené soubory (1) a (2) slou¢ime a vytvofime z nich soubor jeden (3). Na
takto vznikly soubor pouZzijeme funkci Hledej zakladova slova a zaddme, Ze chceme
v prislusném souboru najit dvojice slov takovych, Ze jeden Clen paru konci na -ci a druhy
je slovo vzniklé odtrzenim -ci a jeho nahrazenim -cny. Ddle aplikujeme funkci Rozdéleni
souboru a ziskdme dva soubory, jeden, ktery obsahuje nalezené dvojice (4) a druhy,
ktery obsahuje zbyla slova, ke kterym se nepodafilo najit podle prislusného pravidla
slovo do ,,paru* (5). Soubor (4) pak obsahuje kandidaty na hledany derivacni typ. Postup
opakujeme pro vytfidéni dvojic na -ci/-cné a -ci/-cnost. V tabulce[Tjuvadime vysledky.

Pozndmka: Ndstroj Deriv prochdzi rekonstrukci sméfujici k optimalizaci. PouZita verze je nyni
pfekondna. Pro tcel nasi studie byla vyhovujici.

Pozndmka: Ddle sledujeme pouze deverbativni adjektiva na -ci/-cny. Do automaticky
generovaného seznamu jsme doplnily nepravidelné tvorené bojdcny a budoucny. Stranou naseho
z&jmu zistalo nedeverbativni adjektivum domdeny (uvadi je PSIC i SSIC, v korpusech se nevyskytlo
ani jednou). Na internetu je doloZen i v Cesky psanych textech tvar nejdomadcejsi (patrné vliv
slovenstiny srv. Stich 1969: 64). K adjektiviim (?) horouci, Zddouci, ... se vratime niZe.

3 Adjektiva (deverbativa) na -ci/-cny ve slovnicich

V tabulce [2]je uveden piehled popisu adjektiv na na -oucny /~icny v Eeskych slovnicich.
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Tabulka 1. Tabulka vysledkil prfi pouziti nastroje Deriv.

Jei/k2.* | Feny/k2.¥ | Fené/k6.*  |.*cnost/kl1gF.* [komentére
budouct - budoucné budoucnost

domdci domdcny domdcné domdcnost NEDEVERB
horouct horoucny horoucné horoucnost ?

jsouct jsoucny jsoucné jsoucnost

kajici kajicny kajicné kajicnost

mohouci  |mohoucny  |mohoucné  |mohoucnost

obojlici - obojlicné - NEDEVERB
oboulict - oboulicné |- NEDEVERB
nejsouci |- - nejsoucnost

nict - - nicnost pregenerovavani
plect - plecné - pregenerovavani
pomijejici |pomijejicny |pomijejicné |pomijejicnost

praci pracny pracné pracnost pregenerovavani
prehorouct |prehoroucny |prehoroucné |- ?

prejici prejicny prejicné prejicnost

prezddouci |preZddoucny |preZddoucné |- ?
srdcervouci |srdcervoucny|srdcervoucné|-

strhujici  |strhujicny  |strhujicné |-

Sikmolici |- - Sikmolicnost |NEDEVERB
veleZddouct |veleZddoucny|veleZddoucné|- ?

vrouci vroucny vroucné vroucnost

vynikajici |- vynikajicné |-

v§emohouct|vSemohoucny |v§emohoucné|vsemohoucnost

v§evédouci |vSevédoucny |vSevédoucné |vsSevédoucnost

védouct védoucny védoucné védoucnost

verici véricny vericne véricnost

zlolajici zlolajicny zlolajicné zlolajicnost

Zddouct Zddoucny Zddoucné Zddoucnost ?

Zhouct Zhoucny Zhoucné - ?

Zivouct Zivoucny Zivoucné Zivoucnost ?

173

Poznamka: ,,.+* znaci, Ze slovo figuruje jako samostatné heslové slovo v pfislusném slovniku,
,,0“ znaci, Ze slovo je uvedeno jako existujici Ceské slovo uvniti hesla adjektiva na -c¢7 nebo slovesa,
- znadi, zZe ve slovniku slovo zaznamendno neni (implicitné se predpoklddd, Ze neni sporu o tom,
jak je odvozeno a jaky je jeho vyznam).

4 Adjektiva (deverbativa) na -ci/-cny v synchronnich korpusech
Podivejme se jeste, jak jsou tvary na -ci, -cny, -cnéjsi doloZeny v synchronnich korpusech.

Tabulka [3] uvadi piehled vyskytu adjektiv na -ci/-cny+-cnéjs- ve tiech synchronnich
korpusech. ,,X* oznacuje vyskyt adverbia -cné.
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Tabulka 2. Adjektiva (deverbativa) na -ci/-cny ve slovnicich

PSJC SSJC |SSC
*bojici/bojdcny -/+ -/+ I+
budouci/budoucny +/- +/- +/-
horouci/horoucny +/+ +/+ |+/0
prehorouci/prehoroucny |+/+ +/- -/-
jsouct/jsoucny +/+ -/+ -/-
mohouci/mohoucny +H+* +/- -/-
nemohouci/nemohoucny |-/+ -/0 +/-
v§emohouci/vSemohoucny|+/+** +/- +/-
srdvervouci/srdcervoucny |+/- +/- +/-
védoucifvédoucny ++* +/- -/-
vSevédouci/vsevédoucny |+/+** -/- +(pod vse-)/-
vrouci/vroucny -+ -/+ +/+
Zddouci/Zddoucny ++ +0  |+/-
pieZddouci/preZddoucny |+/+** +/- -/-
veleZddouci/veleZddoucny |+/+™* +/- -/-
Zhouci/Zhoucny -+ -/- +/-
Zivouci/Zivoucny +(ne-)+"" | ++7 | +/-
kajici/kajicny -+ -/+ -/-
Zlolajici/zlolajicny ++* +0*  |-/-
pomijejici/pomijejicny |-+ -/0"** |+(pominout)/-
(ne)prejici/(ne)prejicny |-1+ -/+ +(prar)/0
(ne)vérici/(ne)véricny -/- -/- +(verit)l-

*Heslova adjektiva jsou oznacena kiizkem (+).
** Heslova adjektiva jsou oznacena hvézdickou (*).
*** U adjektiv je uveden pfiznak fid¢., kniz.

Pozndmka: Znackovani sledovanych korpust rozliSuje na drovni tagsetu piipady adjektivizo-
vanych pfechodnikil (AG. *), které maji na desaté pozici (atribut stupeni) hodnotu ,,- (nestupiiuje
se), a ,,obyCejnych* adjektiv (AA. *), kterd maji na pfisluSné pozici uvedenu hodnotu stupné (1., 2.
nebo 3.). Na trovni slovniku v§ak toto rozliseni dodrZuje pouze v pripadech, kdy adjektivizovany
prechodnik a adjektivum na -c¢i nejsou homonymni (tedy napt. Zddouci/Zddajict, ...). Pokud jsou
homonymni, rozliSena nejsou. (Napf. se na drovni morfologického znackovéni nerozliSuje adjek-
tivizovany ptechodnik ... aby strany <prejici/AG.*> reZimu prevzaly ... od dezaktualizovaného
adjektiva ... ulicnickd, <prejici/AG.*> a odvdznd ...). Druhym nedostatkem automatického znacko-
véni je nerozliSovani substantivizovanych adjektiv na -ci’ (vSemohouct, vsevédouct, vérici, nevérici,
nemohouct, ...). Uvedené pocty adjektiv na -cf je tudiZ tfeba brat s touto rezervou.

4.1 Lemmatizace tvaru na -cnéjsi v korpusech CNK

V tabulce 4| je prehled tvart se sufixem -cn-€jsi tvorenych od adjektiv na ?-ci/-cny
v Ceskych korpusech. Lemmatizace naznacuje jisté rozpaky v popisu téchto tvari (lemma
je v nékterych piipadech tvar na -c7, v jinych tvar na -cny, jinde tvar sim).
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Tabulka 3. Adjektiva (deverbativa) na -ci/-cny v synchronnich korpusech

lemma SYN2000 [SYN2005 |SYN2006PUB|internet”
bojici/bojdcny 16/207+11 |14/275+5 |37/586+12 +/+
budouci/budoucny 10778/1 8907/0 33466/2 +/+
horouci/horoucny 177/1+7 288/4+12  [169/1+2 +/+
prehorouci/prehoroucny |1/0 0/0 0/0 +X
\jsouci/jsoucny 215/0+1 214/0+1 100/0 +/+
mohouci/mohoucny 14/1 4/0 3/0+1 +/+
nemohouci/nemohoucny [137/2 87/0+2 65/0+2 +/+
v§emohouci/v§emohoucny|404/0 458/0 174/0 +/+
srdcervoucit/srdcervoucny |48/0+1 95/0 90/0+3 +/+
védouci/védoucny 144/0+3 187/0+1 226/0+7 +/+
vidouci/vidoucny 89/0 168/0 130/0 +/+
vroucit/vroucny 49822/0+25|71230/0+30(525/60+41 +/+
Zddouci/Zddoucny 3809/0423 |3753/0+44 |6836/0+27 +/+
Zhouci/Zhoucny 45/0 97/0 23/0 +/+
Zivouci/Zivoucny 415/0+2 594/0+1 650/0 +/+
kajici/kajicny 59/61 56/111+1 |58/103+3 +/+
Zlolajici/zlolajicny 0/0 0/0 0/0 +/+
pomijejici/pomijejicny 50/1+1 54/0 50/0 +/+
prejici/prejicny 49/6+2 50/5 90/16+1 +/+
neprejici/neprejicny 68/20 56/15+1 196/42 +/+
véfici/véricny 2281/1 2988/0 73710 +/+
nevérici/mevéricny 427/32 516/68 6032/89 +/+

*K dokladim z internetu neuvddime pochopitelné frekvence, pouze vyskyt.
Tvar srdcervoucny se vyskytuje jenom v cititu z Haskova Svejka. Adjektivum
Zhoucny pouze v ptehledu slovni zdsoby majici vztah k pocasi.

Poznamka: Ve druhém sloupci se uvadi pocet lemmat adjektiv, ktera majf tvar II./III. stupné
tvoren od deriva¢niho kmene na -cn-. Ve tfetim sloupci se uvadi dotaz na piislusny tvar (pomoci
reguldrnich vyrazi, kde ,,.“ znamend libovolny znak a ,,** opakovani libovolného pfedchoziho
znaku), za lomitkem nésleduje lemma a opét za lomitkem pocet vyskytl v pfislusném korpusu.

5 Slovniky a gramatika

Praxe popisu adjektiv (deverbativ) na -ci/-cny v Ceskych slovnicich je ponékud nepie-
hlednd. Adjektiva na -ci (-ou-ci/-i-ci-) paradigmaticky tvotend od sloves (adjektivizo-
vané prechodniky/aktivni slovesnd adjektiva) se neuvadéji. Vyjimkou jsou pfipady (ne
vSechny), kdy se takto utvorené adjektivum osamostatnilo, nevyjadiuje jiz pouze aktudlni
vlastnost plynouci z déje (dezaktualizuje se). Také vztahy mezi dvojicemi adjektiv na
-ci/-cny jsou v kazdém ze sledovanych slovniki zachyceny jinak a uvnitf jednotlivych
slovnikd nejednotné (srv. vyse).
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Tabulka 4. Lemmatizace tvard na -cnéj§i v korpusech CNK

cnéjsi|dotaz/lemma/frekvence
SYN2000 11 |.*vroucnéjsi.*/ vroucny/ 25, .*Zddoucnéjsi.*/ Zddoucny/ 23, . *horouc
néjsi.*/ horoucny/ 7, . *bojdcnéjs. *i/bojdacny/1 1, . *védoucnéjsi.*/ vé-
doucny/ 3, .*Zivoucnéjsi.*/ Zivoucny/ 2, . *prejicnéjsi.*/ prejicny/ 2|
. *idoucnéjsi.*/ vidoucnéjsi/ 1, . *srdcervoucnéjsi. ™/ srdcervoucnéjsi
1, Fjsoucnéjsi. ¥/ jsoucny/ 1, . *pomijejicnéjsi.*/ pomijejicny/ 1
SYN2005 14 |.*Zddoucnéjsi.*/ Zadoucny/ 44, . *vroucnéjsi. */ vroucny/ 30, . *horouc
néjsi. */ horoucny/ 12, . *bojdcnéjs. *i/bojdacny/s, . *nemohoucnéjsi.*,
nemohoucny/ 2, .*matoucnéjsi. */ nejmatoucnéjsi/ 1, . *Zivoucnéjsi. *
Zivoucny/ 1, (D|d)ivoucnéj§i.*/ (D|d)ivoucnéjsi/ 2, . *védoucnéjsi.*
védouci/ 1, .*jsoucnéjsi.*/ jsoucny/ 1, . *strhujicnéjsi.*/ strhujici/ 1|
*neprejicnéjsi/prejicny/ 1, . *zdrcujicnéjsi. */ zdrcujicnéjsi/ 1, . *kajic
néjsi.*/ kajicny/ 1

SYN2006PUB(17 | *vroucnéjsi.*/ vroucny/ 41, . *Zddoucnéjsi.*/ Zadoucny/ 27, . *bojdc
néjs. *i/bojdacny/12, .*védoucnéjsi.*/ védouci/ 7, srdcervoucnéjsi.*,
srdcervoucnéjsi/ 3, . *horoucnéjsi. */ horoucny/ 3, . *kajicnéjsi. */ ka-
ljicny/ 3, . *nemohoucnéjsi.*/ nemohoucny/ 2, sebevroucnéjsi.*/ sebe
vroucnéjsi/ 1, .* mohoucnéjsi.*/ mohoucnéjsi/ 1, . *zatéZujicnéjsi. *
nejzatéZujicnéjsi/ 1, .*alarmujicnéjsi.*/ nejalarmujicnéjsi/ 1, .*ne-
prejicnéjsi. ¥/ prejicny/ 1, . *odstrasujicnéjsi/odstrasujicnéjsi/ 1, . *str
hujicnéjsi.*/ strhujici/ 1, .*znevaZujicnéjsi.*/ nejznevazujicnéjsi/ 1|

3%

.*sebeneprejicnéjsi. */ sebeneprejicnéjsi/ 1

O tvarech II. a III. stupné na -cnéjsi se ve slovnicich netika nic. Nejsou zminény,
prestoze slovniky uvadéji jak nepravidelné tvary II. (III.) stupné od supletivnich kmend
(lepsi, horsi, ...), tak ,,nepravidelné* stupiiovani (sladst, bliZsi, ...).

O ,,dezaktualizaci aktivnich verbdlnich adjektiv se hovoii v Mluvnici eStiny L.
(Dokulil 1986: 322, 330) jsou uvedena adjektiva tvofend sufixem -ny od aktivnich
slovesnych adjektiv na -c(i). Cituji: ,,Patii sem adj. z prézentnich kment sloves jako
kajicny, prejicny, mohoucny, pomijejicny, vroucny, védoucny, jsoucny, horoucny, Zivoucny.
Pasivni v§znam ma Zddoucny, anomalné je tvoreno bojdcny.* S timto cititem si dovolime
polemizovat. K adjektiviim horoucny, Zivoucny nejsme schopni najit pravidlo podle né¢hoz
by se synchronné tvofila od ,,(!) prézentniho kmene slovesa®. Podobnég by synchronné
pravidelné tvofenym adjektivem od prézentniho slovesného kmene bylo *Zddajicny nikoli
Zddoucny. Pasivni vyznam m4 nejen adjektivum Zddoucny, ale i adjektivum Zddouci.
Anomalné tedy nenfi dle naseho ndzoru tvoreno jenom adjektivum bojdcny, ale i horoucny,
Zivoucny, Zddoucny. Formélni anomaélie adjektiva bojdcny je ovSem zvyraznéna absenci
pfislusné varianty na -cf (viz niZe).

Smilauer v partii vénované popisu tvofeni syntetickych tvard II. a III. stupn& adjektiv
na -ci piSe, Ze tato adjektiva Ize stupiiovat pfidanim -n-: vrouci — vroucnéjsi (srv. Smilauer
1971: 127). V Encyklopedickém slovniku cestiny (Karlik, Nekula, Pleskalova 2002: 447)
stoji, Ze adjektiva na -ci a subjektové posesivni adjektiva na -ziv/-in stuptiovat nelze.
Oboji tvrzen{ je tfeba upfesnit. Synteticky Ize stupiiovat pouze dezaktivizovand adjektiva
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na -cf homonymni s aktivnimi slovesnymi adjektivy/adjektivizovanymi pfechodniky, a
to tak, jak uvadi Smilauer (napt.: SYN2006PUB ... Za <nejalarmujicnéjsi> povazuje
éarnogursk)? ...). Priklad, ktery Smilauer zvolil, neni dle naSeho nazoru zvolen $t’ astné,
protoZe je ponechdna stranou moZznost, Ze stupfiované tvary vroucnéjsi se tvoii od tvaru
vroucny nikoliv vrouct. K tvrzeni v ESC lze krom& upfesnéného Smilauerova pravidla
dodat, Ze aktivni slovesna adjektiva/adjektivizované pfechodniky 1ze stupiiovat analyticky.
Napt.: ... pfisny musulman, <bojici se vice> jelita nez stielné rdny... Analyticky se
mohou stupiiovat i dalsi adjektiva na -ci (... do hrnce s <vice vrouci> vodou ...) a nejen
ona. Uvedeny ptiklad neni paradoxnim stupfiovanim absolutni vlastnosti (= bod varu),
ostatné ani to by nebylo, vzpomenme na Orwella, v pfirozeném jazyce ni¢im zv14Stnim,
ale prikladem toho, jak se pivodni aktivni slovesné adjektivum (... kapalina, <vrouci>
pri 129,5° ...) dezaktualizuje a stivd se synonymem k viely, horky (... pokrmy jesté
<vrouci> premistéte ...).

Otazkam stupiiovani dezaktualizovanych adjektiv a tvarim typu nejvzrusujici se
vénuje Stich (1969). V korpusu SYN2000 jsme nalezli doklady nejvzrusujicich/I,
nejodstrasujici/l, nejpomijejici/l, nejvzrusujicimu/l, nejpovzndsejicim/I (lemmatem je
tvar sdm a ve znacce se uvadi na prvni pozici X — nezndmy slovni druh). Pod vlivem
slovenstiny 1ze na internetu nalézt tvary typu nejdomdcejsi.

Slovniky ani gramatiky nefesi problém lemmatizace, totiZ zda jsou tvary na -cnéjsi
odvozeny od adjektiv na -cny nebo od adjektiv na -ci. A€koliv to neni explicitné feceno,
implicitné€ se patrné predpokladd, Ze tvary na -ci a -cny jsou viéi tvarim na -cnéjs-
synonymni a je tudiz lhostejné, zda jde o derivaci -ci>-cnéjsi nebo -cny>-cnéjsi.

6 Navrh klasifikace adjektiv na -ci/-cny

V tabulce [5|uvddime ndvrh systematické Klasifikace vztahd aktivnich slovesnych adjektiv,
dezaktualizovanych adjektiv (DA) na -c¢i a adjektiv na -cny tvofenych od stejnych
zakladu.

1. Adjektiva horouci, Zddouci, ... nejsou synchronné pravidelné tvofenymi tvary
aktivnich slovesnych adjektiv (srv. Gebauer 1909: 90). Tato adjektiva jsou synonymy
adjektiv na -cny (horouci/horoucny, Zddouci/Zddoucny, ...). 2. K adjektivu bojdcny
neexistuje diachronné pravidelné tvofené *bojdci/bojdcny ani synchronné pravidelné
tvofené *bojici/*bojicny. Ma tedy vice anomdlif neZ adjektiva 1. skupiny. 3. Adjektivum
na -c¢f mé dva (?vice) vyznamy(G). Prvni souvisi s primarnim vyznamem motivujictho
slovesa, druhy je metaforicky, specifikujici atd. Adjektivum na -cny se vztahuje pouze
k jednomu z vice vyznami. 4. K synonymnim dvojicim adjektiv na -ci/-cny neexistuje
aktivni slovesné adjektivum. Pati{ sem jednak dvojice budouci/budoucny, dile kompozita
s druhym clenem deverbativnim adjektivem na -ci. 5. Dezaktualizovand adjektiva
na -cf homonymni s aktivnimi slovesnymi adjektivy a synonymni s tvary na -cny.
6. Dezaktualizovand adjektiva na -c/ homonymni s aktivnimi slovesnymi adjektivy,
k nimz se tvori tvary II. (Il.) stupné pfidanim -c-n-é&js-.

7 Lemmatizace tvaru na -cnéjsi a formalni analyza

Otazka, na niZ je tfeba pri aplikaci pravidel pro formalni popis odpovédet, je, jak
lemmatizovat tvary na -cn-&js-i, tj. jaké lemma se ma priradit, zda tvar (nom. sg. mask.
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Tabulka 5. Navrh klasifikace adjektiv na -ci/-cny

zakladové sloveso|A : akt. sloves. adj. B : DA na -ci C : adj. na -cny
1. |zit zijici (kde/kdy) zijici (klasik) 0
0 zivouct (bytost) Zivoucny
hoftet horici (kde/kdy) Thotici (ker) 0
0 (pre)horouci (peklo) |(pre)horoucny
Zadat zéadajici (o koho/co) ?zadajici (ruka) 0
0 Zadouci (otéhotnéni) |Zadoucny
Zhnout zhnouci (kde) zhnouci (slunce) 0
+Zici 0 zhouci (uhliky) Zhoucny
2. |bat (se) bojici se (koho/¢eho) 0 0
0 bojacny
3. |viit vrouci (kde) vrouci (voda) 0
0 vroucis(ldska) vroucny
(ne)verit (ne)verici (komu/Cemu) (ne)verici; (Zid) 0
0 (ne)veéricia (pohled) |(ne)véticny
4. |byt 0 budouci (matka) budoucny
4a.|moci 0 vS§emohouci (stvofitel)|vSemohoucny
rvat 0 srdcervouci (vykrik) |srdcervoucny
veédeét 0 vSevédouci (vypravéc) |vSevédoucny
14t 0 zlolajici zlolajicny
5. |byt jsouci (kde/kdy) jsouct (Zivor) jsoucny
(ne)moci (ne)mohouci (délat co) (ne)mohouci (pacient) |(ne)mohoucny
vedét védouci (o kom/Cem) védouci (tismév) védoucny
vidét vidouci (koho/co) vidouci (zraky) vidoucny
kat (se) kajici se (z ¢eho) kajici (hrisnik) kajicny
pomijet pomijejici (koho/co) pomijejici (Cas) pomijejicny
(ne)prat (ne)ptejici (komu/Cemu) |(ne)piejici (povaha) |(ne)ptejicny
6. |alarmovat alarmujici (koho/co) alarmujici (zjisténi)  [Falarmujicny/-
alarmujicné;si
odstrasovat odstrasujici (koho od ¢eho)|odstrasujici (pfiklad) [*odstraSujicny/-
ostrasujicnéjsi

Ziv. pozitiv) na -cn-y, nebo na -c-i, tedy je-li lemmatem tvaru kajicnéjsi ?kajicny nebo
?kajicict.

V piipadé existence synonymnich lemmat je tfeba stanovit pfesna pravidla pro to,
kterému lemmatu dava prisluSny popis (pfislusny automaticky morfologicky analyzétor)
prednost.

Jednoduse by mohla fungovat nasledujici pravidla: 1. V prfipadé, Ze je doloZen tvar
na -cny, je lemmatem tvaru na -cnéjsi tvar na -cny (skupina 1-5). 2. V pripadé, Ze neni
doloZen tvar na -cny, je lemmatem tvaru na -cnéjsi tvar na -ci (skupina 6).

Jednoduchost tohoto formélniho pravidla by mohl narusit jediné FBL (fucking
bloody linguist), a to v pfipadé€, Ze by z existence nesynonymnich tvari adjektiv na
-ci/-cny, vyvodil existenci homonymnich tvart II. a III. stupné adjektiv na -cnéjsi.
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Podobnym piipadem je i lemmatizace tvart II. a III. stupné adjektiv li§icich se v I. stupni
pouze sufixem -ni/-ny napt. slunecni/slunecny. Ty by pak bylo tfeba pfi automatické
morfologické analyze podrobit disambiguaci (skupina 3).

Dalsi problém automatické lemmatizace predstavuji tvary na -(e/é)jsi s prefixoidem
sebe.

vvvvv

formdlni komparativy. Proto jsou adjektiva (sebevétst, ...) lemmatizovana lemmatem sebe. *57. Na
10. pozici (stupefi) je uvedena hodnota 1 (pozitiv). Lemmatizace neni provedena diisledn&. Rada
adjektiv (mezi nimi i sebevroucnéjsi, sebeneprejicnéjsi) maji znacku X .x (nezndmy slovni druh) a
jako lemma je uveden piislu$ny tvar sam.

7.1 Kajicny a nevéricny (,,Setieni FBL*)

Slovniky (piedeviim praxe SSC) napovidaji, 7e a7 na vyjimky jsou adjektiva na -cny
variantami dezaktualizovanych adjektiv na -ci.

Poznamka: Odpovédét na otdzku, jakymi sméry (co od ¢eho) se ubiraly derivace adjektiv na
-cny, adverbii na -cné a substantiv na -cnost, ponechdvame v této studii stranou (srv. vice Stich,
1969).

Podivame-li se podrobnéji na statistické udaje ziskané analyzou korpust, na prvni
pohled zaujme adjektivum kajicny. Zatimco ve vSech ostatnich pripadech maji tvary
adjektiv na -ci vyrazné vyssi frekvenci neZ tvary adjektiv na -cny, u tohoto adjektiva
prevazuji, a to v korpusech SYN2005 a SYN2006PUB dokonce vyrazné pievazuji, tvary
na -cny. Relativné vyssi frekvenci neZ ostatnf adjektiva na -cny ma i adjektivum nevéricny.

Otézka, kterou si na zdkladé empirického pozorovani klademe zni: Signalizuje toto
,,vyboceni z fady“ néco, nebo jde o ndhodu? Jak jsou tato adjektiva zaznamendna v ¢eskych
slovnicich?

PSIC SSJC SSC
kajici/kajicny -/+ -/+ +/0
nevérici/nevéricny -/- -/- +/-

Poznamka: ,,.+* znaci, Ze slovo figuruje jako samostatné heslové slovo v prislusném slovniku,
,,0%“ znaci, Ze slovo je uvedeno jako existujici ceské slovo uvnitf hesla adjektiva na -ci nebo slovesa,
- znaci, Ze ve slovniku slovo zaznamendno neni (implicitné se pfedpokladd, Ze neni sporu o tom,
jak je odvozeno a jaky je jeho vyznam).

v

Prestoze maji adjektiva kajicny a nevéricny po adjektivu bojdcny v korpusech nejvyssi
frekvenci ve srovnani s ostatnimi adjektivy na -cny, nejsou zaznamenana v SSC jako
samostatnd heslov4 slova. Adjektivum kajicny je uvedeno pod heslem kajici, nevévicny
(ani véricny) uvedeno neni.

Pozndmka: SSC mé samostatné heslové adjektivum vroucny i vrouci (2 vyznamy) a horoucny,
nepiejicny pod hesly horouct a nepiejici. Adjektiva vérici/véricny, prejici/prejicny jsou v korpusech
Castéji doloZena jako negativa, tedy neveérici/nevéricny, neprejici/neprejicny. Ackoliv jsou adjektiva
(nejen adjektiva) s prefixem ne- lemmatizovdna automatickymi morfologickymi analyzétory
pouzivanymi v ¢eském prostiedi tvarem nom. sg. mask. bez prefixu ne-, zda se, Ze kvantitativni
analyza naznacuje jisté rozdily v distribuci tvarQ s +/- ne-. Tyto rozdily prameni z toho, Ze v ptipadé
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nékterych adjektiv nejde o Cisté zdporova opozita, nybrz o opozita, kterd se lexikalizuji v riznych
vyznamovych odstinech (viz niZe).
Pokusme se na zdkladé kolokaci (vyhledanych automaticky pomoci statistik MI-score)

dvojic kajicny/kajici, nevéricny/nevérici porovnat vyznamy dvojic, které jsme v naSem
prehledu zafadili do riiznych skupin (3 a 5) — viz tabulka[6]

Tabulka 6. Kolokace dvojic kajicny/kajici, nevéricny/nevérici
SYN2000 SYN2005 SYN2006PUB

kajicny |doznani, odsouzenec, hii-|dozndni, pulst, Zalm,dozndni, odsouzenec, hii-
Snik, mafidn bohosluzba Snik, mafidn

kajici hifSnice, Magdalena, bo-|Indikoplev, didkon Magdaléna, mafidn, hii-
hosluzba Snik

nevérici |Tom4s, pes, ¢lovék, obcan|iZas, zraky, Tomas ToméSova, Tomds, vyraz,

pes

nevéricny|krouceni, UZas, vyraz/udiv, GZas, vykiik, vyraz,krouceni, iZas, idiv, vyraz,

hlava, pohled pohled usmév

Poznamka: Préci s kolokacemi do jisté miry znesnadriuje stav anotaci sledovanych korpust.
Na urovni morfologické znacky nejsou rozliSena adjektivni a substantivizovand uZiti lemmat na -icf
(neverict) (srv. Wagner, 2005). Tento nedostatek je patrny napf. z vyskytu kolokatu vérici (opozice
substantiv vérici neverict). Z kolokaci jsme tudiZ vybirali substantiva (adjektivum rozviji pfislusné
substantivum).

Adjektiva kajici/kajicny maji nékteré kolokaty spolecné (mafidn, hiisnik, bohosluzba),
coZ by mohlo svédcit o tom, Ze jde o blizka (kontextové nahraditelnd) synonyma (srv.
vyse jejich zafazeni do skupiny 5).

Mala teologickd poznamka: JestliZe se nékdo kaje (aktudlné je kajici se), neni mozné, aby
tyZ ¢lovék (obdafeny svobodnou vuli) zaruéil, Ze se mu podafi odstranit v dal§im Zivoté to, co je
predmétem jeho pokdni. (A to ani tehdy, bude-li tento kajici se kajicnik mit to, cemu katolickd
dogmatika fikd Gcinna litost, tj. pfedsevzeti zménit to, z Ceho se kaje). MEl by ale ztstat kajicim
¢i kajicnym, i tehdy, kdyZ by se podafilo realizovat jeho predsevzeti. Napéti mezi moralismem
a milosti plyne z toho, Ze moralistovi staci, Ze dodrZuje zdkon a Boha nepotiebuje. K dosazeni
odpusténi nestaci dle Evangelia dodrZeni zakona, ale milost, t.j. védomi, Ze potfebujeme Boha a
jeho odpusténti, nikoliv jen zdkon a jeho dodrZeni. Tim se zdkon nerusi, pouze se stavi aZ na druhé
misto. (srv. Ratzinger 2007, s. 91 vyklad k Lk. 18, 9-14).

vy oo

Ackoliv se adjektiva neverici/nevericny shoduji v kolokdtech iiZas, vyraz, ze seznamu
konkordanénich fadku je na prvni pohled patrné, Ze vzdjemna zaména neni moznd ve
vSech kontextech. Ackoliv jsou kolokace nevérici Tomds (narazkou na néj je i kolokace
nevérici Tomdsovd), nevérici pes frazémy/idiomy, na internetu se objevuje i nevéricny
Tomds. Vyznam adjektiva nevérici je 1. jiné viry, bez viry (Za oltdrem dva <nevérici>
vojdci mocili), 2./(?3). jsouci k nevite, nediveétivy (... nad nimZ se srdce sviralo zhnusenym,

<mevéricim> uZasem ... ... na tvdri se ji objevil <nevérici> vyraz ...). V prvnim vyznamu
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nelze adjektivum nevérici nahradit adjektivem nevéricny. Rozbor kolokaci zalozeny
na korpusech potvrzuje vzajemnou nahraditelnost dvojic na -ci/-cny v ptipadé adjektiv
kajici/kajicny, nikoli nevérici/nevéricny. Pokud bychom pftipustili, Ze 1ze pouZit v Cesting
tvar nevéricnéjsi ve vyznamu ateistictéjsi, pak by lemmatem tohoto tvaru muselo byt
nevérici nikoli nevéricny a zaroven bychom dokazali, Ze z vySe formulovaného pravidla
lemmatizace mohou existovat vyjimky.

Pouziti vyse uvedeného pravidla pro praxi automatickych anota¢nich nastroju pfesto
pokladdme za vyhovujici. Z uvedenych ,,Setfeni* je patrné, Ze ,,zjednodusujici reSeni*
(které se navic tyka jednotek okrajovych, jez lze predpoklidat, nikoli dolozit) nebrani
v objevovani rozdild, které automaticky vkladané anotace ponechdvaji a mohou i naddle
ponechdvat stranou. Anotace korpusi nejsou a nemaji byt alfou a omegou lingvistickych
analyz (srv. Leech, 1993), nybrz praktickym néstrojem usnadnujicim prohledavani
rozsahlych dat.

Pozndmka: Potencidlni nevéricnéjsi (ateistictéjsi), vroucnéjsi (vielejsi/?varicnéjsi) jsme ovéfili
elicitaci.

Vysledky dotazniku shrnuje tabulka. Respondenti (informatofi) byli studenti FF
(nebohemisté) a gymnazisté. Adjektiva byla uvedena v kratkych textech (viz nizZe).

Dotaznik:

L

» “NevéFicnéjsi ndrod, nez jsou Cesi, abys pohledal, Fekl smutné a podival se po mné
zkoumavé, co tomu rikdm.

,,Jako Ze jsme ateisti?“

,, To md byt otdzka?

,»Spis odpovéd’, “ myslim si a maZu rukou klikyhdky, které jsem si bezmyslenkovité
vyryl do pisku uhlazeného vinkami nardzejicimi na breh.

Usmdl se. ,,Snad mi nereknes, abych hodil prvni kamenem. “

IL.

Postavila pred Karlika tali¥ zelriacky. Pono¥il [Zici do polivky, nabral a nesl k istiim.
Tu se nesnesitelné rozerval.

,Nejec!!!* zapistéla.

Dité se rozeivalo jesté hlasitéji. Necekané ji ruka vylétla. Rev zesilil.

,,Jd uZ ti nic varit nebudu. “

Hysterka, pomyslela si. Stdvd se ji to ¢im ddl castéji, co je sama.

»Nechutnd ti to?“

Zvedl k ni uslzenou zarudlou tvdrinku. ,,Je to jesté “vroucnéjsi neZ véera a pusu mdam
spdlenou uZ dvakrdddt, protdhl fiiukavé a popotdhl.

Zarymovanej, na zitra zase hliddani misto skolky.

,,Nebrec, “ osopila se na néj. ,,Ddm ti do toho kostku ledu, “ dodala smivlivé. Sama
bych si tak dala led do campari, pomyslela si a uz se ji ani nechtélo stydeét.

nepfijatelné zvidstni, pfijatelné
ale hodi se
nevericnéjsi = ateistictéjsi 11|25,6 %| 32(744 %| 0 0%
vroucnéjsi = vrelejsi (polévka)| 29(67,4 % 9| 21 %| 5|11,6 %
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vy veve

PrestoZe se zda, Ze pro rodilé mluvci je podstatné prijatelnéjsi spojeni nevéricnéjsi narod
nez vroucnéjsi polévka napada nés, jak by asi vypadala disambiguace v pfipade, Ze by
automaticky analyzétor nabizel v§echny moznosti, které se honi hlavou FBL.

Lingvisticky ne zcela vyhovujici by se mohlo jevit to, Ze vSechna adjektiva,
jejichZ tvary lze automaticky generovat od tvari sloves (pfechodnikii pfitomného) maji
v korpusech CNK znacku AG....... -.* tedy na desaté pozici (atribut stupen) je uvedena
hodnota .- (neurCuje se). Adjektiva jsou automaticky pokldddna za nestupiiovatelna.
Pfipadnd zména anotaniho schématu (srv. vyse 6. skupina) se nam zda byt schidné;si
nez pokus o automatické rozliSovani (disambiguaci) homonymnich aktivnich slovesnych
adjektiv/adjektivizovanych prechodnikii pfitomnych a dezaktivizovanych ,,obyc¢ejnych*
adjektiv na drovni automatické morfologické analyzy. Toto feSeni odpovidd i praxi
automatického morfologického analyzatoru ajka (Sedlacek 2004), kde se na trovni
morfologické znacky nerozliSuje stupiiovatelnost (kombinace hodnot 2. pozice a
10. pozice v systému znatkovani CNK srv. Haji¢ 2004) ale pouze hodnota stupeii
(u ,,nestupniovatelnych* adjektiv je uveden 1. st.).

8 Zavér

Cilem prezentované analyzy bylo zjistit vztahy mezi adjektivy na -ci a adjektivy na
-cny. Pomoci automatického néstroje Deriv jsme vyhledali dvojice na -ci/-cny, -ci/-cné a
-ci/-cnost. Snazili jsme se vysledovat souvislosti mezi blokaci kombinovatelnosti sufixti
s -c— se sufixy (-&/e)jsi, -é/e, -ost a existenci adjektiv (deverbativ) na -ci/-cny (srv.
Travnicek, 1951, s. 354).Zabyvali jsme se popisem automaticky vybranych dvojic ve
slovnicich a gramatikdch. Sledovali jsme vyskyt adjektiv na -ci/-cny i vyskyt tvart
komparativu/superlativu na -cnéjsi v korpusech (na internetu). Na zdkladé porovnani
popisu zkoumaného typu adjektiv na -ci/-cny ve slovniku/gramatice s korpusovymi
daty jsme se pokusili systematictéji popsat jeden dsek Ceské slovotvorby. V téchto
souvislostech jsme se zabyvali stanovenim pravidel lemmatizace tvarti na —cnéjsi pro
mozné aplikace automatické morfologické analyzy.

Dvojice adjektiv kajici/kajicny a nevérici/nevéricny, kterd jsou ve vSech trech
sledovanych korpusech doloZena 1épe neZ ostatni adjektiva, jsme zkoumali z hlediska
vyznamovych diferenci. (VyuZili jsme statistik MI-score.) Korpusova analyza potvrdila,
Ze zatimco prvni dvojice je prakticky synonymni, u druhé lze rozliSit vyznamy
synonymni i nesynonymni. Snazili jsme se tak poukdzat na moznost vyuZzit korpust
pii lexikografickém zpracovani jeva, které dosavadni slovniky zachycuji nejednotné.

Pozndmka: Zajimavé by mohlo byt sledovat prislusnd adjektiva diachronné. V korpusu
diakorp je doloZeno pouze adjektivum (neprobysiicny/l, vroucny/2, vroucnéjsi/7), adverbia
vroucné, budoucné, horoucné a substantiva budoucnost, vroucnost, vS§emohoucnost, horoucnost,
nemohoucnost, (ne)pomijejicnost, nekajicnost. Ridké doklady neskytaji oporu pro korpusové

podloZeny vyzkum.
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Postaveni priklonek v ¢eské klauzi v korpusech soucasné
ceStiny

Vladimir Petkevic

Ustav teoretické a komputa&ni lingvistiky FFUK

0 Uvod

V tomto prispévku se budu zabyvat pfedevsim hlavnimi stalymi piiklonkami (srov. Karlik
etal. 1995, s. 647-651) v Cesting, tj. slovnimi tvary by, bys, ..., ho, -li, mi, mu, se, ses, si,
sis, té, ti, a dale nékterymi piiklonkami nestalymi: je (jakoZto tvar zdjmenny i slovesny), ji,
Ji, jich, jim, jsem, jsi, jsme, jste, mé, mne, mné, sme, ste a jejich vzdjemnym slovoslednym
postavenim. O priklonkach v dne$ni Cestiné se v Ceské jazykovédné bohemistice psalo jiz
vicekrat, psali o nich v posledni dobé mj. Avgustinova & Oliva (1995), Toman (2001),
Uhlifova (2001), Oliva (2001) a Rosen (2001), v tomto piispévku bude vSak zkoumani
priklonek snad poprvé opieno o velké korpusy CeStiny SYN, SYN2005, SYN2000 a
SYNEK (srov. Cesky ndrodni korpus 2000, 2005, 2006, 2007). Prispévek si klade tyto
dva hlavni cile:

a) struéné popsat slovosled stalych piiklonek, a prispét tak ke zpfesnéni teoretického
popisu syntaxe Cestiny

b) predvést, jak se zjisténych fakti da vyuZzit k automatické morfologické disambiguaci
a povrchové syntaxi ¢eskych textu.

Prispévek se skldda z téchto Casti:

v Vv

1. Prehled nejbéznéjsich piiklonek

2. Slovosledné postaveni vybranych ptiklonek

3. Postaveni piiklonek a automatickd slovnédruhova a morfologickd disambiguace
Cestiny

4. Shrnuti

1 Prehled nejbéznéjsich priklonek

V pfispévku se budu zabyvat zejména stdlymi piiklonkami, a to jak z hlediska jejich
vzdjemného slovosledného postaventi, tak z hlediska vyuziti zji§ténych fakti k automatické
disambiguaci CeStiny. NiZe uvadim prehled nejbéZnéjsich priklonek (tedy stalych a
nestalych) a ty délim podle dvou kritérii:

A) na:

— priklonky stdlé (niZe jsou podtrzené), které nikdy nejsou nositeli pfizvuku
— ptiklonky nestdlé (niZe nepodtrzené), které mohou, ale nemusi byt nositeli ptizvuku

Dana Hlavackovd, Ale§ Hordk, Kldra Osolsobé, Pavel Rychly (Eds.): After Half a Century of Slavonic Natural Language Pro-
cessing, pp. 185-T98] 2009.
(© Masaryk University 2009
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(srov. Karlik et al. 1995, s. 647-651).

B) podle jemnéji rozélenénych slovnich druhti na:

B1) osobni zdjmena: ho, je, ji, ji, jich, jim, mé, mi, mne, mné, mu, ndm, nds, ti, té,
vdm, vds

B2) reflexiva:se, ses, si, sis

B3) ukazovaci zdjmeno: to

B4) slovesné tvary: je, jsem, jsi, jsme, jste a nespisovné tvary sem, si, sme, ste; dale
byl, byla, ...

B5) tvary kondiciondlu:bych, bys, by, bychom, byste a nespisovné bysme

B6) adverbia: sem, tu

B7) spojka: -li

Z uvedeného prehledu dile vyberu tzkou skupinu priklonek, zejména stalych (tedy
vySe podtrzenych), a zaméfim se na jejich vzajemné slovosledné postaveni.

2 Slovosledné postaveni vybranych priklonek

Nejobsahlejsi popis piiklonek ve v§eobecnych gramatikach soucasné Cestiny jsem nalezl
v Pr{ru¢ni mluvnici Cestiny (Karlik et al. 1995) na s. 647-651 a v praci Rosen (2001). Na
s. 649 uvadéji autofi Pfiru¢ni mluvnice CeStiny nasledujici vzdjemné slovosledné potadi
priklonek a prislusné piiklonky doprovazeji typickymi piiklady:

Priklonky stalé:

— spojka -li

— tvary byt, morfémy (morfy) bych, bys apod.

— zvratné se, ses a si, Sis

— jednoduché tvary osobnich zdjmen (eticky dativ, dativ, akuzativ, genitiv): mu, ho...
— kondiciondlové byl

Priklonky nestalé:

zajmeno to
adverbidlni vyrazy tu, tam, ted’
osobni zdjmena s predlozkou: s nim

v s ¥z

modifikacni castice: viastné apod.

Na s. 648 se pravi, Ze ,,pomérné pfesné je urceno vzdjemné poradi jednotlivych (zvlasté
stalych) priklonek, pokud se jich ve vypovédi objevi vic®. Dale je na s. 650 uvedeno
dilezité, a¢ vSeobecné zndmé tvrzeni, Ze ,,piiklonka stoji za prvnim pfizvuénym slovem,
vétnym Clenem apod. [...] nebo (pfizvucnym) spojovacim vyrazem® a nasleduji piiklady.
Ja dopliluji obecné zndmy fakt, Ze nejen ,,priklonka stoji za prvnim..., ale plati to
o celém ptiklonkovém shluku. Podivejme se tedy na postaveni predev§im piiklonek
stalych ve velkych korpusech Cestiny. JelikoZ v kratkém pojednani nemohu postihnout
celou problematiku vzajemného slovosledu vSech stalych priklonek, omezim se jen na

voevs
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stalé — ty nejsou v zadné ze svych funkci a v Zddném slovosledném postaveni piizvucné:
bych, bys, by, bychom, byste a obecnéceské bysme; ho, -li, mi, mu, se (jakoZto
reflexivum, nikoli vokalizovand ptedlozka!), ses, si (jakoZto reflexivum, nikoli
slovesny tvar!), sis, té, ti (jako osobni zdjmeno);

nestalé — ty mohou byt v nékteré ze svych funkci a v uritém slovosledném postaveni
ptizvucné:
Jje (jakozZto zajmenny i slovesny tvar), ji, ji, jich, jim, jsem, jsi, jsme, jste, mé, mne, mné,
sem (jakoZto obecnéCesky slovesny tvar, nikoli adverbium!), si (jakoZto obecnécesky
slovesny tvar, nikoli reflexivum!), sme, ste.

Uvedenymi nestalymi priklonkami se budu zabyvat zejména v takové funkci a takovém
slovosledném postaveni, kde nenesou prizvuk, a chovaji se tedy jako piiklonky stalé.

(a) Spojka -li

Spojka-li je v korpusech az na krajné necetné vyjimky (viz niZe) pfipojena vZdy té€sné
k predchazejicimu pfizvuénému slovesnému tvaru nebo k nékterym dals$im slovim. V této
souvislosti je slovesnym tvarem v korpusech vyhradné:

— -lové pficesti
— prézentni/futurdlni slovesny tvar

Spojka -li se v korpusech déle pripojuje predevsim k t€émto slovim:

— ne (ne-li)

— madlo (mdlo-Ii)

— mnoho (mnoho-Ii)
— moc (moc-Ii)

— mozno (mozno-Ii)
— nebo (nebo-lIi)

— neZ (nez-l)

— pak (pak-Ii)

= pry (pry-li)

— zda (zda-Ii)

— zrovna (zrovna-Ii)
— nerku (nerku-li)

To tedy znamend, Ze spojku -li opravdu — ve shod€ s mluvnicemi — nepfedchazi
v piiklonkovém shluku Z4dn4 stdld piiklonka. V dal§im budu bez pfili¥né djmy na
obecnosti pfedpokladat, Ze pred -li pfedchdzi jen slovesny tvar.

(b) Tvary lexému byt: jsem, jsi, jsme, jste, sem, si, sme, ste; tvary kondicionalu bych,
bys, by, bychom, bysme, byste
Korpusy potvrzuji, Ze pokud se v klauzi uvozené konfiguraci

slovesny_tvar - [i
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kde slovesny_tvar je -lové priCesti nebo prézentni/futurdlni tvar, nachdzi ncktery
z uvedenych tvart slovesa byr nebo morf(ém) kondiciondlu, nachéz{ se t€sné za -/i:

(1) Chtel-li jsem, aby si vzal potapécsky...

(2) Nebot’ byli-li jsme generace i aspoi...

(3) Ucinil-li by to pted mésicem

(4) bude samoziejmé nemozné, mély-li by se za ptiklad brit...

V tomto pifipadé (pochopitelné) bez vyjimky plati, Ze slovesny_tvar je nutné -lové
pricesti, které s prézentnim tvarem slovesa byt tvoii minuly Cas 1. nebo 2. osoby a
s kondiciondlovym morfémem bych, bys, ... tvofi pfitomny nebo minuly kondicional
vsech osob, jmennych rodt a ¢isel.

Obecné, pokud se v ptiklonkovém shluku vyskytne tvar kondiciondlu i prézentni tvar
slovesa byt, nasleduje tento prézentni tvar bezprostiedné za kondiciondlovym morfémem,
srov. nespisovné:

(5) Chtél-li by jsem to ud€lat.

(6) Pak by jsi nemél co na praci.

(c¢) Reflexivni se, si, ses, sis
(c1) Reflexivni se

Podle Pfiru¢ni mluvnice CeStiny by po reflexivnim se neméla ndsledovat spojka -/i,
prézentni piiklonné tvary slovesa byt ani kondiciondlové morfémy. Korpusy vyjevuji, Ze:
jestlize po reflexivnim se ndsleduje prézentni tvar slovesa byt, tj. jsem, jsi, jsme, jste, sem,
si, sme, ste, nen{ reflexivum volnym morfémem néjakého slovesa nasledujictho (ne nutné
bezprostiedné) za tvarem slovesa byt:

(7) *Pak se jsem opravdu velmi snaZil, abych to misto dostal.
Tato véta je negramaticka, reflexivum se nijak nesouvisi se slovesnym tvarem snaZil.
Reflexivum se se oviem muzZe objevit tésné pied prézentnim tvarem slovesa by, pak
je vSak nutné volnym morfémem bezprostfedné predchoziho slova, které reflexivizuje.
Repertoar takovychto slov je vS§ak omezeny, miZe jim byt pouze jedna z t€chto moZnosti:
infinitiv
pfechodnik
deverbativni adjektivum utvofené od ptitomného nebo minulého pfechodniku
deverbativni substantivum nebo deadjektivni substantivum utvorené od deverbativ-
niho adjektiva

Uvedu nékteré ptiklady:

Infinitiv

(8) Mylit se | jsem opravdu nechtél.

(9) Jejich neschopnost domluvit se | jsi jisté povazoval za hrubou politickou
chybu.

(10) Snafit se | jste v tomto piipadé pokladali za zbytecné.

(11) Zatimco omlouvat se | jsme néjak rychle zapomnéli.
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Prechodnik

(12) Potdcejice se | jsme vykrodili do mého pokoje.
(13) Utiraje se | jsi pravé vychazel z koupele.

Deverbativni adjektivum/substantivum

(14) Ze dospélych ucicich se | jsme méli ve vyspélych primyslovych zemich
dostatek

Deverbativni substantivum

(15) Na druhou stranu $ance naSich juniorti na prosazent se | jsme pokladali za
velké

(16) Prizpiisobeni se | jsem se snaZil minimalizovat.

(17) Zreknuti se | jsem poklddal za zradu.

Poznamka. Jestlize po reflexivnim se nasleduje slovesny tvar je, nastavaji tyto piipady:

1. Reflexivum neni volnym morfémem néjakého slovesa ndsledujictho (ne nutné
bezprostfedné) za tvarem slovesa byr. Takové se je v tomto pripadé volnym morfémem
bezprostfedné predchézejiciho slovesa, které reflexivizuje. Timto slovem je opét pouze
jedna z téchto moZnosti:

— infinitiv
— deverbativni adjektivum utvotfené od pritomného nebo minulého prechodniku

— deverbativni substantivum nebo deadjektivni substantivum utvotfené od deverbativ-
niho adjektiva

Uvedu nyni nékteré piiklady:

Infinitiv

(18) Mylit se | je lidské.
(19) Ukdzat se | je to pravé slovo.
(20) Jejich neschopnost domluvit se | je v této situaci trestuhodnd.

Deverbativni adjektivam/substantivum

(21) Tim, Ze omlouvajicimi se | je(Pren, Verb) soucasné ndrodni &i jiné
spolecenstvi, se vytvareji...



190 Vladimir Petkevic¢

Deverbativni substantivum

(22) SdruZovdni se | je totiz logickym disledkem...
(23) Na vzddni se | je Casu vzdycky dost

2. Na rozdil od predchoziho pfipadu slovesny tvar je vSak také pfipousti, aby
reflexivum se bylo volnym morfémem slovesa nasledujiciho (ne nutné bezprostfedné) za
tvarem je (reflexivum i sloveso, jemuZ reflexivum piislusi, jsou uvedeny tucné):

(24) a véite, Ze se je na co tésit

(25) a pri poctu Sesti lidi na pddiu se je na co divat

(26) Hlavné se je tieba dobie vyspat

(27) ze je to néco, emu se je nutno podridit v manzelstvi

(28) v otazce restituce majetku Zidovské cirkve se je koalice schopna dohodnout
mnohem lépe neZ v pfipadé majetku cirkve katolické
Polohu se ve vétach (26)—(28) pokldddm za silné periferni.

Mimo tyto ptipady jsem naSel v korpusech i ndsledujici zvl4stnosti:

(29) Doslo mi, Ze se je vyjimkou

(30) Ze se je vyjimkou a soucasné se je naddle normalnim ¢lovékem

(31) Basnikem se je, a ne byva

(32) Nacez se zeptalo, kolik se je dluZnym

(33) ... Ze se je poezii, anebo Ze se je basnikem?

Upozoriuji, Ze tyto doklady jsou vzdy preklady z polstiny. Takovéto uZiti reflexiva se je
bud’ védomy prekladatelsky zamér, nebo neobratnost piekladatele.

V ostatnich ptipadech neni slovo je slovesny tvar, nybrz tvar osobniho zdjmena a jako
takové by se mélo disambiguovat:

(34) nebyl liny naucit se je(Pron,Verb) na stard kolena

(35) a jak se je(Pron, ¥erb) odtud nyni ,,n¢kdo* pokousi

(36) Ze se je(Pron, ¥erb) Clintonova administrativa rozhodla loni zrusit

(37) Nepokousejte se je(Pron, Verb) pfekonat tim, Ze

(38) nepodari-li se je(Pron, Verb) celosvétove zvladnout

(c2) Reflexivni si

Reflexivum si se chova obdobné jako se az na jisté odliSnosti ve vztahu k prézentnim
tvaram slovesa byt. Reflexivum si kanonicky nésleduje za prézentnimi tvary slovesa by,
které spoluvytvéieji minuly Cas:

(39) Nedavno jsem si predsevzal...

(40) Uvédomil jsem si moc dobre...
Opacny slovosled je mimo piipady studované vySe u reflexiva se mozny jen v piipadé, Ze
prézentni tvar slovesa by neni pomocnym tvarem pro tvoreni minulého Casu, tj. neni to
priklonka. Mimo standardni:

(41) Jsem si védom, Ze ...

(42) Jsi si jist, Ze

je podle reSersi v korpusech moZné i:
(43) Opravdu si jsem védom, Ze ...
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Zcela bézné je to u tvaru je, nebot’ vedle standardniho:
(44) Je si védom, Ze
(45) Je si jist, Ze

Mame i:
(46) On si je védom/jist, Ze

(c3) Reflexiva ses, sis

Na zaklad¢ reSersi v korpusech Ize konstatovat, Ze pred tvary ses a sis v priklonkovém
shluku pfedchézeji ptiklonky -/i a by, nikdy za nimi nendsleduji. Tvary ses a sis se
nachdzeji tésné za kondiciondlovym morfémem by.

(47) Tteba by ses dokdzal zabit

(48) Nevédela by sis s nimi jinak rady

(d) Osobni zajmena a reflexiva se/si/ses/sis

Podle Pfirucni mluvnice CesStiny (Karlik et al., s. 649) ndsleduji po reflexivnim se/ses/si/sis
v ptiklonkovém shluku osobni zdjmena. Zkoumal jsem tato zdjmena:

dativni: mi, mné, mu, ji, jim, ti

akuzativni: ho, je, ji, mé, mne, té

genitivni: ho, jich, mé, mne, té
Pokud osobni zdjmeno piedchazi pred reflexivem se/ses/si/sis, pak nastavaji tyto tfi
mozZnosti:

(d1) Osobni zajmeno syntakticky nesouvisi s reflexivnim nebo reflexivizujicim
slovesem:

(49) Vidél ho | se brodit po pés ve vode.
(50) Naridil mu | se previéci.

(51) Piikédzal mu | si obout boty.

(52) Donutil je | se porddné oholit.

(53) Najit ji | se mu nezddlo vibec t87ké
(54) Najit ji | ses usilovné snazil

Je zfejmé, Ze osobni zdjmena tu jsou pfedméty predchdzejicich sloves a reflexivum souvisi
s jinym slovesem, které je (ne nutn¢ bezprostiedné) nasleduje.
(d2) Osobni zajmeno neni priklonka (to ovSem neni mozné u stalych priklonek):

(55) Pravé ji si ale starnouci herec a rezisér zavolal.
(56) Ale mé si nikdo nevsimal.

Tucnd osobni zdjmena ji, mé tu nejsou priklonky, jsou piizvucna.
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(d3) Osobni zajmeno je soucasti predlozkové skupiny (to ovSem neni mozné
u stalych priklonek):

(57) Pred svého milého postavila pivo a na meé se usmala.

Osobni zdjmeno mé se nachdzi v predlozkové skupiné na meé.

Zvlastni pripad

Vyjimku v postaveni dativnich osobnich zdjmen ve vztahu k reflexivim tvoii eticky
dativ, ktery miZe pfedchédzet v jednom pfiklonkovém shluku pied reflexivem, srovnej:

(58a) Ufednik se ti to snaZil doruéit.

(58b) *Ufednik ti se to snazil dorulit.

(59) Ja ti(eticky dat.) se snazil a ono to stejn¢ nevyslo.
Eticky dativ v§ak mize predchdzet dokonce i prézentni pfiklonkovy tvar slovesa by,
srovnej:

(60a) Ja jsem ti neumoznil pracovat v tymu.

(60b) *Ja ti jsem neumoZnil pracovat v tymu.

(61) Ja ti(eticky dat.) jsem se zacal divat za sebe a vtom...

(e) Osobni zdjmena a vztah pada

Zkoumanim ti{ padd osobnich zdjmen, tj. genitivu, dativu a akuzativu, jsem si v korpusech
ovéfil zndmou skuteCnost, Ze dativni zdjmena v priklonkovém shluku predchdzeji pred
osobnimi zdjmeny v genitivu a akuzativu. Pokud osobni zdjmeno v dativu nésleduje osobni
zajmeno v genitivu ¢i akuzativu, pak plati obdobné varianty jako (d1)—(d3) uvedené vyse:

(el) Osobni zajmeno v dativu syntakticky nerozviji stejné sloveso jako osobni
zajmeno v genitivu/akuzativu:

(62) Vyrobit ji | mu trvalo jediny mésic.
(63) Libat té | mi pFipadd Gplné skvély.

Ve véte (62) je mu predmétem slovesa trvalo, ji vSak predmétem slovesa vyrobit, a tak
zajmena mu a ji rozvijeji rizna slovesa, pficemz ovSem patii do téhoZ priklonkového
shluku. Obdobné je tomu ve vété (63).

(e2) Jedno z osobnich zajmen neni priklonka (to ovSem neni mozné u stalych
priklonek):

(64) A mé(acc) mu(dat) sultdn daroval teprve véera

(65) A mé(acc) mu(dat) vzdy kladli za vzor

(66) Ale je(acc) mu(dat) predstavili uz vcera.

(67) ... aby dyku odepjal a podal ji(acc) mné(dat) nebo komukoli z velmoza
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Zajmenné tvary mé, je v akuzativu a mné v dativu nejsou v téchto vétach piiklonky.

Existuji nicméné piipady, které pravidlo o slovosledné prednosti dativnich zdjmennych
priklonek porusuji. Genitivni a akuzativni osobni zdjmena jsou v nésledujicich piikladech
piiklonky, nenesou ptizvuk. Srov:

(68) A pritom dodavatelé dvora jich(gen) ji(dat) denné dodévali tucty.

(69) Dal ji(acc) ji(dat) nékdo?

(70) Tu pfiddme rodicce do vany nebo ji(acc) ji(dat) vmasirujeme na zada.

(71) Nemohl jsem pochopit, ze mé odtrhava od mé dcery, Ze mne(acc) ji(dat) bere a
ni¢i nas Zivot.

(72) Chtél jsem té(acc) ji(dat) predstavit.

(73) Ja té(acc) jim(dat) neddm.

(74) Kdo ho(acc) jim(dat) naucil?
Tucnd zdjmena v genitivu, resp. v akuzativu, jsou v uvedenych vétach piiklonky, a piece
predchdzeji v priklonkovém shluku pred nestdlymi dativnimi piiklonkami ji, resp. jim.

(e3) Osobni zajmeno je soucasti piredlozkové skupiny (to ovS§em neni mozné
u stalych priklonek)

(75) Na mé(prep-acc) mu(dat) poslali zatykac.
(76) Ale ode mé(prep-gen) mu(dat) nebezpeci nehrozi.

Osobni zdjmeno mé se nachdzi v pfedlozkové skupiné na mé. Podobné je tomu
s predlozkovou skupinou ode mé ve vété (76).

Ve vztahu genitiv vs. akuzativ se zdd, Ze genitiv predchazi pred akuzativem:

(77) Pak ji(gen) ho(acc) zbavili.

(78) ?Pak ho(acc) ji(gen) zbavili.
I v souvislosti se vzajemnym postavenim pfiklonnych zdjmen je zvlastnim piipadem
eticky dativ, ktery miZe néasledovat za priklonnym zdjmenem v akuzativu:

(79) Prisel mné zabavit slepice a mé(acc) ti(eticky dat.) popadl vztek.
Srovnej:

(80a) Pak ti(dat) ho(acc) prodal.

(80b) *Pak ho(acc) ti(dat) prodal.
Mozné jsou i pripady tésného sousedstvi dvou priklonnych zajmen v témze padeé, kdy
jsou patrné mozné obé slovosledné varianty:

(81a) A pfitom dodavatelé dvora jich(gen) ji(gen) denné doddvali tucty.

(81b) A pritom dodavatelé dvora ji(gen) jich(gen) denné doddvali tucty.

(82a) Otec ji(acc) ho(acc) naucil.

(82b) ?0tec ho(acc) ji(acc) naudil.
Zajmeno ji ve vétach (81a) a (81b) mlize mit jisté i genitivni interpretaci.

3 Postaveni priklonek a automaticka slovnédruhova a
morfologicka disambiguace ceStiny

Uvedenych zdkonitosti ve slovosledu piiklonek Ize s vyhodou vyuZit k formulaci nékolika
jednoduchych pravidel pro automatickou morfologickou disambiguaci. Pov§imnéme si
téchto viceznacnych slovnich tvard:
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Je (sloveso | zdjmeno)

se (reflexivum | predlozka)

sem (adverbium | sloveso)

si (reflexivum | sloveso)

ti (osobni zdjmeno | ukazovaci zdjmeno)
a téchto bigramu:

(a) je se

(b) je si

(c) ho se

(d) ti se

(e) ti si

(f) ji‘ho/mé/mne ti

(g) ji se

(a) bigram je se

Konstatuji, Ze konfigurace je(pron,verb) se(refl,prep) je moZn4 jen za téchto podminek:
Nestoji-li slovn{ tvar je hned na zacatku véty, je slovnim tvarem predchazejicim tvar
Je bud’ sloveso, jehoZ je tvar je predmétem, nebo zdtraziovaci slovo, které znemoziuje
ptiklonkovou interpretaci tvaru je. Za reflexivem se musi ndsledovat v téZe klauzi alespon
jedno sloveso.
(83) Ani je se nepodafilo obelstit.
V opacném pripadé je tvar je sloveso nebo tvar se je predlozka.

(b) bigram je si

Konfigurace je(pron,verb) si(refl,prep) je mozna jen za té€chto podminek:

Nestoji-li slovni tvar je hned na zacatku véty, je slovnim tvarem pfedchdzejicim tvar
Jje bud’ sloveso, jehoZ je tvar je predmétem, nebo zdtiraziiovaci slovo, které znemoZziuje
ptiklonkovou interpretaci tvaru je. Za reflexivem se musi nasledovat v téZe klauzi alespon
jedno sloveso.

(84) Odmitnout je si nikdo nedovolil.

(c) bigram ho se

Konfigurace ho se(refl,prep) je mozna jen za téchto podminek:

Slovnim tvarem bezprostfedné predchazejicim tvar ho je sloveso, jehoZ je tvar ho
predmétem. Za reflexivem se musi ndsledovat v téZe klauzi alespoi jedno sloveso.

(85) Sepsat ho se(refl,prep) pokousel cely vikend.

(d) bigram ¢ se

Konfigurace ti(pronpers,prendem) se(refl,prep) je moZna jen za téchto podminek:
Nema-li tvar #i funkci etického dativu (ten se ovSem stanovi velmi obtizné!), je
slovnim tvarem bezprostfedné predchazejicim tvar # sloveso, jehoZ je tvar #i predmétem.
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Tvar ti je tedy osobni zdjmeno v dat. sg., nikoli demonstrativum mask. anim. nom. pl.
lemmatu fen. Za reflexivem se musi ndsledovat v téZe klauzi alespoii jedno sloveso.
(86) Vyhovét ti(pronpers,prondem) se(refl,prep) mi nikdy nedari.
V opacném piipade je tvar #i demonstrativnim zdjmenem:
(87) A ti(prenpers,prondem) se(refl,prep) obdvali o vlastni bezpecnost
nebo tvar se je prepozice.

(e) bigram # si

Konfigurace ti(pronpers,prondem) si(refl,verb) je moZna jen za téchto podminek:
Nemad-li tvar #i funkci etického dativu, je slovnim tvarem bezprostfedné predchédze-
jicim tvar #i sloveso, jehoZ je tvar #i predmétem. Tvar # je tedy osobni zdjmeno v dat.
sg., nikoli demonstrativum mask. anim. nom. pl. lemmatu fen. Za reflexivem si musi
nasledovat v téZe klauzi alesponi jedno sloveso.
(88) Naridil ti(prenpers,prondem) si(refl,prep) pripravit véci.
V opacném piipade je tvar #i demonstrativnim zdjmenem:
(89) A ti(prenpers,prondem) si(refl,prep) s broukem efektivné poradi.

(f) bigram ji/ho/mé/mne ti

Konfigurace ji/ho/mé/mne(pron) ti(pronpers,prenden) je moznd jen za téchto podminek:
Nestoji-li slovni tvar ji/mé/mne hned na zacéatku véty, je slovnim tvarem predchazeji-
cim tento tvar sloveso, jehoz je tvar ji/ho/mé/mne predmétem, nebo predlozka (jen pro
tvary mé/mne). Za tvarem #i musi nasledovat v téZe klauzi alespon jedno sloveso.
(90) Poveéril ho ti(pronpers,prendes) vynadat.

(g) bigram ji se

Konfigurace ji(pron) se(refl,prep) je moznd jen za téchto podminek:

Nestoji-1i slovni tvar ji hned na zacatku véty, je slovnim tvarem bezprostfedné
predchazejicim tvar ji sloveso, jehoZ je tvar ji pfedmétem, nebo zdtiraziiovaci slovo,
které znemoziuje priklonkovou interpretaci tvaru ji. Za reflexivem se musi nasledovat
v téZe klauzi alespon jedno sloveso.

(91) Ziskat ji se po vSech nepiijemnostech nakonec pokousel bezispésné.

V opacném piipade je tvar se predlozka.

4 Shrnuti

Zkoumani rozsahlych korpust Cestiny ukdzalo, Ze popis vzdjemného postaveni piiklonek
v téch souCasnych gramatikich, jez se pfiklonkami zabyvaji, a dalSich specidlnich
pojedndnich v zdsadé odpovida jazykovému tizu odraZejicimu se v soucasnych korpusech
ceStiny. V tomto prispeévku jsem se snazil zachytit jen nékteré hlavni zdkonitosti
vzdjemného postaveni nejfrekventovanéjsich piiklonek ve velkych korpusech. Naznacil
jsem také mozné vyuziti zjisténych zakonitosti pro prakticky tcel: slovnédruhovou a
morfologickou disambiguaci Cestiny. Dluzno dodat, Ze vétSina z naznaCenych tvah byla
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jiz prakticky implementovana v systému disambiguace CeStiny zaloZené na pravidlech
(srov. napt. Petkevi¢ 2006, Cermdk et al. 2005). Jak vSak ukazaly nékteré zvlastni piiklady,
jez se vymykaly z dosud platnych a béZné pfijimanych pravidel, tato problematika si
zaslouZi zevrubny popis.
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Abstract. In this paper, we explore the inherent tension between corpus data and
linguistic theory that aims to model it, with particular reference to the dynamic and
variable nature of the lexicon. We explore the process through which modeling of
the data is accomplished, presenting itself as a sequence of conflicting stages of
discovery. First-stage data analysis informs the model, whereas the seeming chaos
of organic data inevitably violates our theoretical assumptions. But in the end, it is
restrictions apparent in the data that call for postulating structure within a revised
theoretical model. We show the complete cycle using two case studies and discuss
the implications.

1 Introduction

This paper is an attempt to demonstrate both the theoretical significance of data and the
empirical significance of theory. In short, it is an essay on the relationship between data
and theory in linguistics. We begin by examining the role theory plays in the analysis of
language.

Within analytic linguistics, our initial assumptions on what structures should exist
in the data provide us with predictive force and guide us through an often muddled and
contradictory set of facts requiring analysis. This initial stage of investigation, what
we could call first-level data analysis, uses phenomenological data that are constructed
by matching words to expressions predicted by analytic grammar. We refer to these as
synthetic data. When real data do not fit, we add new structure or, just as often, we
idealize such data away. In fact, it could be argued that no data analysis is ever performed
without some theoretical bias. This approach has been the operative standard in most
language analysis since Aristotle. Except of course, within corpus linguistics, to which
we turn next.

Contrary to analytic linguistics, corpus linguists and lexicographers have long stressed
the role that extensive analysis of text in use plays in any language description [1L2l3]].
Such work emphasizes the importance of looking at the data without theoretical pruning
(cf. [4151617]), among others) The basis of this approach is the examination of organic data
(as opposed to synthetic) in order to form hypotheses regarding language and linguistic
behavior. Lexicographic studies of concordancing and collocations have long been used
as a means for examining the data [8l9].

In this paper, we use a corpus-driven approach to test a theoretically motivated first-
level data analysis of two linguistic phenomena. We will see that theory predicts behavior
that is not attested, and behavior exists that is not predicted by theory. These data will be
Dana Hlavackovd, Ale§ Hordk, Kldra Osolsobé, Pavel Rychly (Eds.): After Half a Century of Slavonic Natural Language Pro-

cessing, pp. 197214} 2009.
(© Masaryk University 2009
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used to inform and update the theory, and in some cases modify or drop theoretical
assumptions. The resulting process is an interplay of data analysis and theoretical
description.

2 Theoretical Preliminaries

For this exercise in how theory and data interact, we adopt the model of Generative
Lexicon, a theory of linguistic semantics which focuses on the distributed nature of
compositionality in natural language [10]. Unlike purely verb-based approaches to
compositionality, Generative Lexicon (henceforth, GL) attempts to spread the semantic
load across all constituents of the utterance. Overall, GL is concerned with explaining
the creative use of language; we consider the lexicon to be the key repository holding
much of the information underlying this phenomenon. More specifically, however, it is
the notion of a constantly evolving lexicon that GL attempts to emulate; this is in contrast
to currently prevalent views of static lexicon design, where the set of contexts licensing
the use of words is determined in advance, and there are no formal mechanisms offered
for expanding this set.

Traditionally, the organization of lexicons in both theoretical linguistics and natural
language processing systems assumes that word meaning can be exhaustively defined by
an enumerable set of senses per word. Lexicons, to date, generally tend to follow this
organization. As a result, whenever natural language interpretation tasks face the problem
of lexical ambiguity, a particular approach to disambiguation is warranted. The system
attempts to select the most appropriate ‘definition’ available under the lexical entry for any
given word; the selection process is driven by matching sense characterizations against
contextual factors. One disadvantage of such a design follows from the need to specify,
ahead of time, all the contexts in which a word might appear; failure to do so results in
incomplete coverage. Furthermore, dictionaries and lexicons currently are of a distinctly
static nature: the division into separate word senses not only precludes permeability; it
also fails to account for the creative use of words in novel contexts.

GL attempts to overcome these problems, both in terms of the expressiveness of
notation and the kinds of interpretive operations the theory is capable of supporting.
Rather than taking a ‘snapshot’ of language at any moment of time and freezing it into
lists of word sense specifications, the model of the lexicon proposed here does not preclude
extensibility: it is open-ended in nature and accounts for the novel, creative, uses of words
in a variety of contexts by positing procedures for generating semantic expressions for
words on the basis of particular contexts. To accomplish this, however, entails making
some changes in the formal rules of representation and composition. Perhaps the most
controversial aspect of GL has been the manner in which lexically encoded knowledge
is exploited in the construction of interpretations for linguistic utterances. Both lexical
items and phrases encode the following four types of information structures:

(1) a. LEXICAL TYPING STRUCTURE: giving an explicit type for a word positioned
within a type system for the language;
b. ARGUMENT STRUCTURE: specifying the number and nature of the arguments to
a predicate;
c. EVENT STRUCTURE: defining the event type of the expression and any internal
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event structure it may have, with subevents;
d. QUALIA STRUCTURE: a structural differentiation of the predicative force for a
lexical item.

The qualia structure, inspired by [[11] interpretation of the aitia of Aristotle, are defined
as the modes of explanation associated with a word or phrase in the language, and are
defined as follows [12]:

(2) a. FORMAL: the basic category which distinguishes the meaning of a word within a
larger domain;
b. CONSTITUTIVE: the relation between an object and its constituent parts;
c. TELIC: the purpose or function of the object, if there is one;
d. AGENTIVE: the factors involved in the object’s origins or “coming into being”.

The different aspects of lexical meaning listed in (I)) and () can be packaged together as
a set of features, illustrated below, where ARGSTR refers to the argument structure of a
predicate and EVENTSTR to the event structure (cf. [13/10])

[«

ARGSTR = [ARGl =z

EVENTSTR — {El =el ]

CONST = what z is made of
FORMAL = what zx is

TELIC = function of =

AGENTIVE = how z came into being

QUALIA —

When certain features (qualia) are present or absent, we can abstract away from the
representation, and generalize lexemes as belonging to one of three conceptual categories
[14U15]).

(3) a. NATURAL TYPES: Natural kind concepts consisting of reference only to Formal
and Constitutive qualia roles; e.g., tiger, river, rock.
b. ARTIFACTUAL TYPES: Concepts making reference to Telic (purpose or function),
or Agentive (origin); e.g., knife, policeman, wine.
c. COMPLEX TYPES: Concepts integrating reference to the relation between types
from the other levels; e.g., book, lunch, examﬂ

This enriched inventory of types for the language is motivated by the need for semantic
expressiveness in lexical description. We also need, however, richer interpretive operations
to take advantage of these new structures. Following [[15], we argue that there are four
ways a predicate can combine with its argument:

(4) a. PURE SELECTION (Type Matching): the type a function requires is directly
satisfied by the argument;
b. ACCOMMODATION: the type a function requires is inherited by the argument;
c. TYPE COERCION: the type a function requires is imposed on the argument type.
This is accomplished by either:

! That is, book can refer both to the information contained in the book and to the physical object,
lunch can refer both to the event and to the food, etc. For an inventory of complex types, see [16]
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i. Exploitation: taking a part of the argument’s type to satisfy the function;
ii. Introduction: wrapping the argument with the type required by the function.

These mechanisms will form the theoretical scaffolding with which we will perform our
first-level data analysis of the argument selection phenomena in the next section. Natural
types (e.g. lion, rock, water) are viewed essentially as atomic from the perspective of
selection. Conversely, artifactual (or tensor) types (e.g. knife, beer, teacher) have an
asymmetric internal structure consisting of a head type that defines the nature of the
entity and a tail that defines the various generic explanatory causes of the entity of the
head type. Head and tail are unified by a type constructor ® (’tensor’) which introduces a
qualia relation to the head type: for example, beer = liquid @7 drink. That is, beer is
a kind of liquid; not all liquids are for drinking, but the very purpose (Telic) of beer is
that someone should drink it.

Finally, complex types (or dot objects) (e.g. school, book, lunch etc.) are obtained
through a complex type-construction operation on natural and artifactual types, which
reifies two elements into a new type. Dot objects are to be interpreted as objects with a
complex type, not as complex objects. The constituents of a complex type pick up specific,
distinct, even incompatible aspects of the object. For instance, lunch (event e food) picks
up both event and food interpretations, speech (event e info) picks up both event and
info interpretations, etc. [17].

Type exploitation occurs when a verb selects only a part of the semantics associated
with its arguments. For example, the verb buy selects for a physical object, which is only
a part of the dot object phys e info in () below:

(5) Mary bought a book.

Type introduction is the converse, where a new structure is wrapped around a type in
argument position. Consider the verb read, which selects for the aforementioned type
phys e info in direct object position. When, for example, an informational noun such as
rumour appears, it is “wrapped" with the additional type information:

(6) Mary read a rumour about you.

That is, this rumour is not just an idea (proposition) but has physical manifestation, by
virtue of type introduction coercion.

3 Data informs Analysis: Two Case Studies

3.1 First-level Data Analysis: Formulating Theoretical Predictions by
Introspection

When initially modeling a particular linguistic phenomenon or pattern, the typical
linguistic assumption is to “idealize” the data using introspective or phenomenological
data. This has become de rigueur in theoretical linguistic investigations, and we will refer
to this stage as first-level data analysis. Corpus-oriented linguists have long criticized
this approach as armchair lexicography (cf. [[18]], Sinclair, Hanks, and others). While they
do produce a partial account of the data, reflecting valid observational tendencies, such
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approaches tend to give an in-depth account of a limited set of behaviors, and typically
leave unaccounted the full range of combinatorial phenomena.

Below, we present two case studies in composition: argument selection; and type
coercion. We begin by giving a theoretical account of these phenomena, using synthetic
data. We then examine the same phenomena using organic data taken from corpora.
Finally, we show how the theoretical model of the data is enriched by accounting for a
fuller range of the phenomena.

Case Study 1: Verbs Selecting for Artifactual Entities We begin our investigation
with the behavior of verbs that select for artifactual arguments, as defined in the previous
section. The theory makes a distinction between natural kinds and non-natural kinds,
and this is realized in the types used by the lexicon and the grammar. As a result, verbs
will be also be typed as natural and non-natural predicates, depending on what kind of
arguments they select for. Hence, Natural predicates will be those properties and relations
selecting for natural types, while Artifactual predicates will select for an Artifactual. This
distinguishes the classes of verbs in (7)) below.

(7) a. NATURAL PREDICATES: touch, sleep, smile
b. ARTIFACTUAL PREDICATES: fix, repair, break, mend, spoil

These classes are defined by the type assigned to the arguments. For example, the type
structure for the Natural predicate fouch is shown in (8):

touch
ARGSTR = {

®)

ARG1 = x : phys
ARG2 = y : phys

An Artifactual predicate such as the verb repair would be typed as shown in (9).

repair
ARGSTR = {

€))

ARG1
ARG?2

x : human
Y : phys @elic

Given these theoretical assumptions, what we expect to encounter as the direct object
of artifactual predicates such as repair, fix, and so forth, are entities that are themselves
artifacts.

(10) a. Mary repaired the roof.
b. John fixed the computer.
c. The plumber fixed the sink.
d. The man mended the fence.

What this also predicts is the absence of verb-argument pairings with entities that are
not artifactual in some sense. This would appear to be borne out as well, upon initial
reflections. You do repair manufactured objects like roofs, cars, and windows; you don’t
repair natural kinds like boulders, rivers, trees, and pumas.

To illustrate just how this selection is accomplished, consider the sentence in @]a).
The verb repair (under the intended sense) is typed to select only Artifactual entities as
its internal argument. The NP the roof satisfies this constraint, as it has a Telic value (i.e.,
it’s an Artifactual), and the verb-argument composition proceeds without incident.
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an VP

\% %)hys Bretic & NP: [phys QTelic cover]

T

repair Det N

the roof

AyAzx[repair(x,y)]

What this illustrates is how verbs are strictly typed to select specific classes of
arguments, in this case an Artifactual as direct object. We consider a somewhat different
compositional context in the next section.

Case Study 2: Verbs Selecting for Propositions As our second study, we examine
another aspect of GL’s theory of selection, namely the phenomenon of type coercion. As
we saw in the previous section, Matching or Pure Selection takes place when the type
requested by the verb is directly satisfied by the argument. In this case, no type adjustment
is needed. Accommodation occurs when the selecting type is inherited through the type
of the argument. Coercion takes place when there is a mismatch (type clash) between
the type requested by the verb and the actual type of the argument. This type clash may
trigger two kinds of coercion operations, through which the type required by the function
is imposed on the argument type. In the first case, exploitation, a subcomponent of the
argument’s type is accessed and exploited, whereas in the second case, introduction, the
selecting type is richer than the argument type and this last is wrapped with the type
required by the function (cf. [15l17]). The reason why two kinds of coercion operation
are proposed instead of one is that the information accessed in semantic composition
can be differently embedded in a noun’s semantics. In both cases, however, coercion is
interpreted as a typing adjustment.

To begin, consider the standard selectional behavior of proposition-selecting verbs
such as believe, tell, know, and realize. This can be seen in the range of data presented
below.

(12) a. Mary believes [that the earth is flat].
b. John knows [that the earth is round].
c. John told Mary [that she is an idiot].
d. Mary realizes [that she is mistaken].

Using the typing convention introduced above, the argument structure for a verb such as
believe would be given as shown in (I3).

believe
ARGSTR = {

13)

ARG1
ARG2

y :info

x : human ]

While these are acceptable constructions, introspection suggests that these predicates
also take non-proposition denoting expressions as arguments. For example, consider the
sentences in (I4) below.
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(14) a. Mary believed the book.
b. John told me a lie.
c. The man realized the truth.

Following [10]], such expressions are licensed as propositional arguments to these verbs
because they are “coerced” into the appropriate type by a rule of type exploitation.
Specifically, as mentioned above, nouns such as book have double denotation. They are
effectively “information containers”, and can appear in contexts requiring both physical
objects and information, as in (I3).

(15) John memorized then burned the book.

The composition involved in a sentence like (T4p) is illustrated below, where the
informational component of the type structure for book is “exploited” to satisfy the
type from the predicate.

(16) VP

info NP: [phys e info]

believe Det N

AyAz[believe(x,y)] ‘ ‘
the book

This illustrates that predicates may have their selection preferences satisfied by exploiting
the substructure associated with an argument. In this case, a propositional interpretation
is construed from the type structure of the NP. Indeed, for each proposition-selecting
verb in (T2), there are well-formed constructions where an NP complement satisfies the
propositional typing, as shown in (T4).

3.2 Data Challenges Theory

In this section, we turn to naturally occurring (organic) data, equipped with the analytic
framework from our first-level data analysis presented above. Using conventional and
state-of-the-art tools in corpus analysis, we analyze the actual usage patterns for the
predicates discussed above.

We analyze the set of complements for each verb by creating lexical sets a
methodology first deployed in [16] and used to examine selectional contexts for complex
nominalsE] We use the Sketch Engine [20]] to examine the data from the British National
Corpus [21]]. The Sketch Engine is a lexicographic tool that lists salient collocates that
co-occur with a given target word in the specified grammatical relation. The collocates are
sorted by their association score with the target, which uses pointwise mutual information

% Cf. [7].
3 See [[19] for more detail.
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Table 1. Direct object complements for the repair-verbs

l repair.v | fix.v | mend.v ‘
damage 107 42.66|pipe 9 11.83|fence 23 32.78
roof 16 20.27|gutter 4 11.45|shoe 10 19.01
fence 10 18.07|heating 5 9.66 |puncture 4 1891
gutter 5  15.87|car 19 9.43 |clothes 11 18.68
ravages 4 15.76|alarm 5 9.13 |net 8 18.01
hernia 4 15.61|bike 5 9.11 |roof 8 16.99
car 23 15.39|problem 23 8.77 |car 14 1545
shoe 10 15.22|leak 3 8.58 |way 20 14.26
leak 5 14.96|light 12 8.49 |air-conditioning 2 12.71
building 17 14.02|boiler 3 7.96 |damage 6 12.71
crack 6  13.99|roof 5 17.27 |hole 5 11.38
wall 14 13.77|motorbike 2 7.19 |bridge 4 9.68
fault 7 13.56|fault 4 691 |heart 5 9.6
puncture 3 13.53|jeep 2 6.79 |clock 3 945
pipe 7 12.89|door 11 6.65 |chair 4 936
bridge 8 12.19|chain 4 5.48 |wall 5 9.27
road 13 12.19|bulb 2 5.15 |chain 3 83

between the target and the collocate multiplied by the log of the pair frequency for a
given grammatical relation. Additional corpus queries were performed using Manatee, a
companion concordancing engine

In Tables [T} 2| and 3] we give the salient collocates for the verbs presented in the
previous section, along with frequencies and association scores for each collocate. E]We
only list the complements that activate the relevant sense of the verb. For example, for the
verb realize, we show the frequencies for propositional complements (e.g., mistake, truth,
importance, significance, implication, futility, danger, error) and omit the complements
activating the bring into being sense (e.g., potential, ambition, dream, goal, hope, fear,
ideal, expectations, vision, objective, plan, etc.)

Case Study 1 (cont) Our model predicts that the verbs repair, fix, and mend will select
artifactual entities in direct object position, making implicit reference to the entity’s Telic
value. What we see in the actual data is that many of the complements do not refer to
artifactual entities at all, such as: damage, puncture, hernia, hole, crack, fault, problem,
leak, and ravages (cf. Table[T).

The problem that emerges from these data is that the same sense of each verb is
being activated by semantically diverse lexical triggers, many of which are not artifactual
objects. This raises the issue of the semantic relationship between these lexical items.
These questions have been discussed previously in [22] and [23], and we turn to them
with respect to the present case studies in Section [3.3]

4 See http://www.textforge.cz/products
5 Sketch Engine word sketches for the BNC were manually edited to correct for misparses.
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l believe.v | know.v | realize.v ‘
luck 73 33.14|answer 389 35.17|mistake 15 20.02
ear 48 22.5 |truth 219 30.92|extent 18 19.0
story 72 20.58|name 548 29.03|truth 15 18.7
word 95 19.02|whereabouts 37 24.64|importance 15 16.42
eye 74 15.19|secret 73 22.0 |significance 11 16.11
hype 6 14.17|detail 142 17.77|implication 11 15.6
myth 12 14.07|story 141 17.48|futility 3 1378
truth 19 13.31|meaning 78 16.58|value 17 13.28
lie 10 12.63|fact 159 16.28|danger 7 12.01
tale 13 12.61|reason 137 15.89|error 7 11.87
opposite 7 12.15|score 47 14.83|possibility 8 11.78
tarot 3 12.0 |outcome 45 14.53|predicament 3 11.56
nonsense 7 11.6 |saying 14 14.29|folly 3 10.09
propaganda 7 11.12|God 77 14.23|limitations 4 9.7
thing 47 9.12 |username 7  14.02|strength 4 6.77
womatﬂ 41 9.06 |difference 105 13.98|need 6 6.07
fortune 8 8.82 |feeling 79 13.75|threat 3 57
stupidity 3 8.57 |word 162 13.74|benefit 4 531
rubbish 5 8.01 |basics 10 13.53|problem 7 5.17
rumour 5 7.96 |rules 99 13.03|advantage 3 5.04
evidence 19 7.81 |address 42 12.74|difficulties 3 4.79
promise 7 7.78 |password 10 12.4 |effects 5 4.68
figures 21 7.78 |identity 37 12.38|risk 3 4.68
forecast 5 7.49 ljoy 23 12.23|power 5 4.21
poll 7 7.48 |trick 20 12.18|nature 3 37
gospel 4 745 |place 171 11.88|fact 3 327
assurance 6 7.44 |date 67 11.26/cost 3 294
success 14 7.35 |extent 46 11.26

205

Case Study 2 (cont) For the next case study, our model predicts that NPs denoting
information containers have the appropriate type structure to satisfy proposition-selecting
predicates through type exploitation. That is, the book can denote a proposition in the
sentence

(17) Mary believed the book.

Furthermore, we expect to see proposition-denoting NPs as complements as well. For
example, rumour denotes a proposition in the sentence

(18) John doesn’t believe the rumour.

We see from the data that there are many non-proposition-denoting NPs, varying from
verb to verb. For example, for the verb believe, we have: luck, eye, ear, tarot, woman,
success; for the verb know: name, score, address, rules, trick; for the verb realize: futility,
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Table 3. Direct object and ditransitive obj2 complements for tell.

tell.v/direct object tell.v/ditransitive obj2
story 1286 52.0 |secret 36 22.42|suspicion 4 5.62
truth 600 49.48|name 122 22.21|history 13 5.34
lie 254 45.67|detail 32 12.67|answer 9 5.33
tale 274 42.04|reason 37 11.06|direction 9 5.3
fib 18  30.84|gossip 6 104 |dream 6 S5.17
joke 94  28.85|ordeal 5 99 |thought 10 5.08
untruth 8 19.08|gist 3 9.1 |legend 3 4.92
anecdote 15  17.08|fact 34 9.5 |age 13 4.7
difference 108 16.82|whereabouts 4  9.09 |outcome 5 4.6
parable 8 12.75|trouble 9 698 |symptom 4 4.32
fortune 24 12.57|plan 19 6.9 |position 14 4.15
news 53  12.13|date 13 6.71 |fate 3 4.08
destination 4  6.54 |identity 4 3.91

folly, threat, risk, cost; for the verb tell: history, ordeal, destination, suspicion, identity,
etc. The full list of complements, sorted by association score, is given in Tables and
We clearly need to account for how these NPs satisfy the selectional conditions of the
predicate, supposing our assumptions regarding the typing of the predicates are correct.
Alternatively, we need to rethink the selectional specifications for each verb.

3.3 Theoretical Analysis of Structured Data

Case Study 1 (cont) The first observation from analyzing organic data associated with
the selectional behavior of verbs like fix, repair and mend is that there are, in fact,
two major selectional clusters, not one. One indeed involves the artifactual entities as
predicted by our theoretical assumptions. The other, however, refers to a negative stative
or situational description of the artifactual under discussion. Further, we observed that
this latter cluster divides systematically into two classes, one a general negative situation,
and the other referring to the condition of the artifact, as can be seen in lexical sets in

(19). 20), and @D
(19) fix.v

object

a. ARTIFACTUAL: pipe, car, alarm, bike, roof, boiler, lock, engine; heart; light, door, bulb
b. NEGATIVE STATE (condition on the artifact): leak, drip

c. NEGATIVE STATE (general situation): problem, fault

(20) repair.v
object
a. ARTIFACTUAL: roof, fence, gutter, car, shoe, fencing, building, wall, pipe, bridge, road; hernia, ligament
b. NEGATIVE STATE (condition on the artifact): damage, ravages, leak, crack, puncture, defect, fracture, pothole,
injury
c. NEGATIVE STATE (general situation): rift, problem, fault

7 For the verb fell, we give both direct object complements and NPs from ditransitive constructions,
as identified by RASP parser [24].
8 Semicolon is used to separate semantically diverse elements of each lexical set.
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21 mend.v
object
a. ARTIFACTUAL: fence, shoe, clothes, roof, car, air-conditioning, bridge clock, chair, wall, stocking, chain, boat,
road, pipe
b. ARTIFACTUAL (extended or metaphoric uses): matter, situation; relationship, marriage, relations
c. NEGATIVE STATE (condition on the artifact): puncture, damage, hole, tear

Assuming that these are all instances of the same sense for each of the verbs, how do we
incorporate these observations back into the selectional properties of the verb? First, as
mentioned above, there appear to be two negative states selected in many cases:

(22) a. GENERAL NEGATIVE SITUATION: “fix the problem”
b. CONDITIONS OF THE ARTIFACT: “hole in the wall”, “dent in the car”.

What do these clusters have in common? Does the verb select for either a negative
situation or an artifact? The answer is: basically, the verbs select for a negative state of an
artifactual.

When the negative relational state is realized, it can either take an artifactual as its
object, or leave it implicitly assumed:

(23) a. repair the puncture / leak
b. repair the puncture in the hose / leak in the faucet

When the artifactual is realized, the negative state is left implicit by default.

(24) a. repair the hose / faucet
b. repair the (puncture in) the hose / (leak in) the faucet

This suggests that the theoretical description of the selectional properties for the verb
repair needs modification to reflect behavior witnessed from the organic data. This can
be accomplished by positing the negative state as the selected argument of a verb such as
repair, and the artifactual posited as a default argument.

repair
(25) ARGl = z : human
ARGSTR = | ARG2 = y : neg_state(z)
D-ARGI = z : phys QTelic @

This has the effect of explaining the lexical set distribution: when the noun denotes a
negative state, there is an implicit (default) artifactual quantified in the context. When
the artifactual is realized, the negative state interpretation is present in a type of coercion
(introduction). Hence, both patterns are accounted for by the lexical structure for the verb
along with compositional principles allowing for coercion.

Case Study 2 (cont) From examination of the data on NP-complements to proposition-
selecting predicates, we see that type coercions, when they exist, are distributed in very
different ways for each verb. Theoretically, this means that the licensing conditions for
type coercion must be distinct in each of these cases. Given the theoretical fragment we
presented in Section[I0] however, there are no mechanisms for explaining this distribution.
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In order to understand this behavior better, let us examine the non-coerced
complementation patterns of these verbs in corpora. Several subclasses of clausal
complements are attested in the BNC for each of these verbs. Namely, we identify
the following three complement types:

(26) a. FACTIVE: know, realize
b. PROPOSITION: believe, tell
c. INDIRECT QUESTION: know, tell

We have already encountered the syntactic behavior of propositions in (I2)). The class of
“factives” includes verbs that presuppose the situation denoted by the complement. For
example, in (27), the situation denoted by the complement is presupposed as fact.

(27) a. John realized [that he made a mistake].
b. Mary knows [that she won].

The class of “Indirect questions” includes verbs selecting a wh-construction that looks
like a question, but in fact denotes a value. For example, the verb know allows this
construction, as does tell:

(28) a. Mary knows [what time it is].
b. John knows [how old she is].

(29) a. Mary told John [where she lives].
b. John told me [how old he is].

In order to account for this data, the model must allow each verb to carry a more specific
encoding of its complement’s type than we had initially assumed, except for the verb
believe. This suggests the revised argument structures ﬂ below.

(30) believe(ARG1:human, ARG2:prop)

(31) a. tell(ARG1:human, ARG2:info)
b. tell(ARG 1 :human, ARG2:Ind_Question)

(32) a. know(ARG1:human, ARG2: factive)
b. know(ARG1:human, ARG2:Ind_Question)

(33) realize(ARG1:human, ARG2: factive)

The question is whether these verbs have the same semantic selectional behavior when
occurring with NPs as they do with clausal complements. Consider first when an NP
can be interpreted as an indirect question. What we see in the corpus is that one set
of arguments for the verbs know (and tell) includes nominals that denote the value of
something interpreted as a varying attribute; that is, they can take on or assume the
interpretation of an indirect question in the right context. For example, the noun age is an
attribute of an object with different values, and the noun fime in this same context can be
interpreted as an indirect question.

® The feature structure notation is simplified for readability and space considerations.
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(34) a. Mary knows the time.
b. John knows her age.

(35) a. Mary told John her address.
b. John told me his age.

This NP construction is usually referred to a “concealed questions” structure. The lexical
sets for the verbs tell and know, organized by most probable semantic type, are shown in
(36) and below. The BNC data in these lexical sets was collected using the Sketch
Engine, and manually sorted according to the complement type.

(36) tell.v

object

a. PROPOSITION: story, truth, lie, tale, joke, anecdote, parable, news, suspicion, secret, tale, details, gossip, fact,
legend; dream, thoughts

b. INDIRECT QUESTION: name, whereabouts, destination, age, direction, answer, identity, reason, position, plan,
symptoms; outcome, trouble

37 know.v

object
a. FACTIVE: truth, secret, details, story, meaning, fact, reason, outcome, saying
b. INDIRECT QUESTION: answer, score, whereabouts, address, username, password, name; feeling, difference

With the verb realize, the data show that NPs complements can also assume a factive
interpretation:

(38) John realized his mistake.

But what is interesting is that the majority of the nominals are abstract relational nouns,
such as importance, significance, futility, and so forth, as illustrated below.

39 realize.v
object
FACTIVE: importance, significance, extent, implication, futility, value, error, predicament

For the verb believe, all nominals are coerced to an interpretation of a proposition, but
through different strategies. Those nominals in (40p) either directly denote propositions
(e.g., lie, nonsense) or are complex types that have an information component which
can interpreted propositionally (e.g., bible, polls). The sources in {#0p) are construed
as denoting a proposition produced by (e.g., woman), or coming through (e.g., ear) the
named source. Finally, the last set is licensed by negative polarity context, and is a state
or event; e.g., "He couldn’t believe his luck.").

40) believe.v

object

a. PROPOSITION: lie, tale, nonsense, myth, opposite, truth, propaganda, gospel
b. SOURCE: woman, government, bible, polls, military; ear, eye

c. EVENT/STATE: luck, stupidity, hype, success

Note also that the prediction that selectional specifications of believe as an information-
selecting predicate could be satisfied by any information nominal is not borne out. For
instance, the informational component of a complex type phys e info does not seem to
encourage the interpretation appropriate for a complement of believe. While some nouns
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of phys e info type, such as letter, do accept this interpretation, it is so infrequent that it
is not attested in roughly 33,000 of occurrences of believe in the BNC. Other nouns of
phys e info type, such as novel, do not seem to be capable of this interpretation altogether.

This also suggests that different information-selecting predicates in fact require
different propositional structure from the complements. For example, believe requires
the informational noun to allow either a single message interpretation (e.g. believe the
nonsense) or a source interpretation (e.g. believe the political blogs).

This necessity for refinement of selectional specifications is also apparent for other
information-selecting predicates, for example, for write. In the classic GL interpretation,
this verb selects for the artifacts of phys e info type with Agentive “write” and Telic
“read” — that is, they select for objects that are produced by writing and whose purpose is
to be read. But consider the nouns in (41)) which clearly match this specification, and yet
differ in their ability to satisfy the corresponding selectional requirements.

(41) a. John wrote a novel.
b. 2John wrote a dictionary.
(but cf. “You have to love a lexicographer who had the courage, interest, and patience
to write an entire dictionary by himself.”)
c. 2John wrote a newspaper.
(but cf. “Sixth-grade pupils wrote a newspaper for their parents describing their
experiences in different curriculum areas in the classroom."

While {#Ih) is acceptable without qualification, both @Ib) and @Ik) require a bit of
context to modulate the composition, enhancing the “naturalness” of the expression,
in Sinclair’s sense [25]. So in fact a more refined specification is needed to explain
combinatorial behavior of these nouns, one perhaps taking into account the exact manner
in which information carried by each artifact is produced.

4 Concluding Remarks

In this paper, we have examined the contributing roles both corpus-based and model-
based linguistics play in constructing an adequate characterization of language usage.
By its very design, Generative Lexicon aims to explain the contextual modulations of
word meanings in actual data. Therefore, the distributional profile presented by large
corpora is not a tension so much as a necessary component to a healthy investigation of
the phenomenon, namely, the infinite richness of language. While the generative notion of
the ideal speaker/hearer of language is a powerful notion, it is empty without application
and revision through data. As Sinclair has aptly stated:

Starved of adequate data, linguistics languished. ... It became fashionable to
look inwards to the mind rather than outwards to society. [1]]
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Abstract. This article deals with the automated construction of word synonyms.
Common, human created dictionaries are used to obtain coarse synonym sets. These
have excellent recall, but very low precision. An automated technique is presented
which improves the precision. Moreover, our approach allows more dictionaries to
be used, so that the results improve as more data becomes available.

1 Introduction

The task of automatically identifying synonyms and paraphrases has enjoyed considerable
attention in the past. Two fundamental approaches have been established:

1. Those that make use of monolingual information. Typically, this means extraction of
synonyms from monolingual dictionaries, as well as methods based on distributional
similarity. Here, semantically related words are assumed to appear in similar contexts.
This leads to elegant, corpus-driven algorithms. However, these algorithms often run
into problems with distinguishing synonyms from antonyms, hyponyms, hypernyms
etc. Examples of work from this field include [112].

2. Those that make use of bilingual resources. An example of work that builds on
aligned bilingual corpora to extract paraphrases is [3]]. Other works, such as [4]], try
to combine both approaches in a unified framework.

In this work, we follow the second route and employ bilingual data sources. We make
use of translation dictionaries to automatically construct synonym sets. The process of
extraction is fully automated, language independent and has an intuitive parameter which
controls the trade-off between precision and recall.

2 Proposed algorithm

Firstly, let us define the notation that will be used throughout this paper. Let L =
{lo, 11,12, ...} be a set of languages and let W; be the set of words for language [. Let
D, 1,y € Wi, x Wi, be a dictionary which maps words from one language to another.
As an example, D (cpnglish,czech) 2 {(crimson, karmin), (crimson, karminovy), (crimson,
krvavy), (crimson, purpurovy), (crimson, rudy), (crimson, zbarvit), (crimson, zrudnout),
(crimson, zCervenat), (crimson, Cerveny), ...} .

In this notation, a pair of languages lo, [ together with a dictionary D(;, ;,) can be
seen as a bipartite graph Gy, 1,), with words as nodes and the dictionary mapping as
edges between the nodes.

Dana Hlavackovd, Ale§ Hordk, Kldra Osolsobé, Pavel Rychly (Eds.): After Half a Century of Slavonic Natural Language Pro-

cessing, pp. 213219} 2009.
(© Masaryk University 2009
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Table 1. Example output of the basic synonym set function, for a Czech-English
dictionary.

Word | Synonyms according to the basic synset function

Zal Zal, bolet, bolest, bolesti, bida, trapen{, politovéani, narek, litost, strast, zirmutek,
smutek, hofe, bol, problém, zarmoutit, litovat, zalitovat, Zelet

poezie | poezie, basnit, rym, rymovat, fikadlo, fikanka, ver§
pohledny | pohledny, prospéch, prospésny, vhodny, pfijemny, dobfe, laskavy, ptivabny,
spravné, hezky, pravy, mily, uZite¢ny, blaho, uZitek, sli¢ny, vyborné, dikladny,
spolehlivy, Cestny, znacny, poslu$ny, slusny, dobrd, dobro, pravoplatny, fddny,
sporadany, laskav, hodny, dobry, poradny, reprezentani, reprezentativni,
vzhledny
zpivat | zpivat, zazpivat

Now let us denote by basic’é(w), or the basic synonym set, the set of all words
which have distance 2n from the node w in the bipartite graph G, w € [y, n > 0.
Note that this set contains nodes strictly from [y, the same language as w. Examples of
basicéczwhewmh for four randomly selected words can be seen in table|1{ Looking at
these examples, it becomes apparent that while this basic synset function allows us to
discover many useful synonyms, the synonym set is quite noisy at the same time. This
corresponds to high recall (the basic function covers a large portion of true synonyms) but
low precision (many of the words in basic are not real synonyms, especially for n > 1).

Unfortunately, this is not caused by our poor choice of the example, or by inadvertent
use of a low quality dictionary. Rather, it is a straightforward effect of the abundance of
homographs in natural languages — words that are spelled the same, but have different
meanings.

To remediate this problem, we extend the basic synonym function. Instead of looking
at the graph neighborhood of a single word for one pair of languages, we analyze
neighborhoods for multiple languages. More formal notation follows, but intuitively,
this corresponds to aggregating information from several dictionaries. In this algorithm,
adding more dictionaries never hurts the recall, but may improve the precision.

More formally, let w € [y be the word we wish to find synonyms for, and
let Dy1,), Dig,in)s 5 Do ,1,) be m dictionary mappings between lp and n other
languages, n > 1. Note that these are dictionaries between the farget language, o,
and n other languages — not a full set of pairwise dictionaries between all languages.
Given n dictionaries represented as bipartite graphs G ;, 1), - - -, G(1,,1,,)» and two words
w, ¢ € ly, let

(1) prevalenceg, G,,...c, (w,c) = |{i|i € {1,...,n} Ac € basicg, (w)}].

That is, let prevalence be the number of dictionaries for which the words w and c belong
to the same basic synonym set. Then we can define the synset function, parametrized by
quality € {1,...,n} to be

2) synsetqcﬁagzy._”(; (w) = {c € lp | prevalence(w, c) > quality}.

n

Examples of output of the synset function for the same words as in the previous example
can be seen in table 2] The comparison favours the extended synset function in all
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Table 2. Synonyms for various quality levels. Results for quality 1 have been omitted for
brevity — these correspond to a union of basic synsets like those from table[I] but over
six dictionaries instead of a single one.

(a) zal
Quality | Synonyms
2 hore, tzkost, bida, zdrmutek, chmura, mrzutost, trdpeni, skleslost, utrapa, muka,
skli¢enost, truchlivost, béda, stesk, politovani, tesknota, strast, souZeni, bolest,
tisenl, bol, smutek, utrpeni, nestésti, rdna, Zal, litost
3 zarmutek, bolest, trapeni, politovani, strast, souzeni, hote, tisen, bol, smutek,
utrpent, Zal, litost
4 zarmutek, bolest, souZeni, hote, politovani, bol, smutek, trdpeni, Zal, litost
5 zarmutek, bolest, souZeni, hote, bol, smutek, trapeni, Zal, litost
6 hote, bol, smutek, souzeni, zarmutek, Zal
(b) poezie
Quality | Synonyms
1 basen, basnicky, bdsnictvi, basnicka, dilo, harmonie, krdsa, miza, okouzleni,
parnas, poezie, piseni, pisfiovy, rytmus, rym, rymovat, tlukot, uméni, vers,
verSovat, zpév, femeslo, fikadlo, fikanka
2 baser, bdsnictvi, poezie
3 bdseri, bdsnictvi, poezie
4 basen, basnictvi, poezie
5 baser, bdsnictvi, poezie
6 poezie
(c) pohledny
Quality | Synonyms
2 dobry, hezky, hezky, krdsny, laskavy, libivy, mily, pohledny, pofddny, pékny,
pékné, roztomily, sli¢ny, upraveny, vzhledny, znacny, dhledny, fadny
3 hezky, libivy, pohledny, pékny, vzhledny, thledny
4 hezky, pohledny, vzhledny
5 pohledny
6 pohledny
(d) zpivat
Quality | Synonyms
2 hrat, kokrhat, opévovat, piseii, piskat, pét, recitovat, skandovat, vrzat, vyzpévo-
vat, vyzradit, zapét, zazpivat, zpivat, zpév
3 kokrhat, opévovat, pét, zazpivat, zpivat
4 opévovat, zazpivat, zpivat
5 zazpivat, zpivat
6 zpivat

respects — both precision and recall increased considerably. This particular synset
function uses six distinct dictionaries between Czech and six other languages, allowing
us to construct six synonym sets with increasing precision. Note that we can tweak the
output quality in two ways:
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Table 3. Coverage statistics for the extended synset function. The results were created
using six different dictionaries, between Czech and English, German, Spanish, French,
Italian and Russian.

Quality | No. synsets | No. synonyms | Average no. synonyms per

synset

1 78,854 2,783,316 36.30

2 48,731 403,643 9.28

3 31,857 164,490 6.16

4 20,878 80,014 4.83

5 12,931 38,771 4.00

6 6,005 14,465 341

— by increasing the value of the quality parameter. With the number of dictionaries
held fixed, raising the quality increases precision at the cost of lowering recall. The
extreme value of quality = n corresponds to the condition that if two words w, ¢ are
to be synonyms, they must appear as basic synonyms in all n available dictionaries.

— by increasing the number of dictionaries used. With the quality parameter held fixed,
this increases recall while keeping the precision constant.

To obtain the best results, it is therefore desirable to use as many dictionaries
as possible. The trade-off between recall and precision, as controlled by the quality
parameter, can be tuned to suit the needs of the particular application at hand.

3 Evaluation

The best way to evaluate synonym quality is by observing the benefit it gives to the task
that makes use of them. Without such task, evaluation is notoriously difficult.

Since the proposed method is general and could be used in various scenarios, with
various data sources and differing quality requirements, we limit our evaluation to
statistical comparison of its coverage. For the Czech language, there exists a Dictionary of
Czech Synonyms [3]], a printed book used by the general public, high school students etc.
This compilation of synonyms was created by hand and offers much added value to the
user compared to our automatically derived synonyms. For example, the synonyms may
be phrases as opposed to single words, different meanings of a word receive their own
separate synonym sets, there are manual tags marking colloquial or archaic terms and so
on. This dictionary covers about 21,600 different words for a total of 89,000 synonyms.
By comparison, our automatic method has a much wider coverage — see table [3] for
overall statistics. At quality 2, which is sufficient for the task of synonym suggestion to
humans and is thus comparable in purpose, and with six dictionaries, our method offers
synonym sets for over 48,000 words, for a total of over 400,000 synonyms.

4 Conclusion

We have presented a straightforward algorithm for synonym extraction. This algorithm is
built on human-created data and as such enjoys high precision and intuitive interpretation
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of its results. It does not suffer from the problems of distributional approaches of
“contextual synonymy", where automated extraction often results in antonyms, loosely
related or even unrelated words. Its only drawback is the need of multiple independent
translation dictionaries for the target language. This is usually not a problem, as even for
minor languages, such as Czech, there exist translation dictionaries to all major languages
which serve well for this purpose.

Dedication

The proposed algorithm, devised and tested on data from Seznam.cz, is dedicated to doc.
PhDr. Karel Pala, CSc.
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Abstract. This contribution presents the new version (v 2.5) of the Croatian
National Corpus (HNK). In the beginning it briefly describes the history of
collecting HNK and its first two versions. It continues with describing the
differences and novelties introduced in this new version: 1) new text samples that
bring the existing corpus structure more to the desired ideal ensemble of text types,
genres and topics; 2) lemmatization and full MSD-tagging of the whole corpus. This
second update is realized using lemmatizer and MSD-tagger for Croatian described
in (Agic et al. 2008, Agi¢ et al. 2009a). It achieves results at the level of state-of-art
of taggers for other Slavic languages while in lemmatization it offers some novel
solutions in its hybrid approach to disambiguation of lemmatization. Lemmatized,
MSD-tagged and disambiguated HNK is available for querying through standard
client-server architecture Manatee/Bonito. The contribution concludes with future
directions for HNK.

1 Introduction: pre-HNK Croatian corpora

Although the corpus linguistics activities in Croatia has started quite early — the first
Croatian computer corpus was compiled and processed in 1967 by Zeljko Bujas (Bujas,
1974; Tadi¢, 1997) —, we had to wait for a very large reference corpus of Croatian of at
least 100 Mw until 2005. It was the year the Croatian National Corpus (HNK) gained the
size that is expected for a decent corpus of the third generation.

In the beginning the Croatian corpus linguistics activities were situated exclusively
within the projects that were run at the Institute of Linguistics, Faculty of Humanities and
Social Sciences (formerly Faculty of Philosophy) at the University of Zagreb. Between
1968 and 1973, within the large contrastive project led by Rudolf Filipovi¢, the first
English-Croatian parallel corpus was compiled. The Brown corpus, that was published a
year earlier (Kucera & Francis, 1967), was obtained and processed in such a way that
every single text sample was cut in half thus preserving the original balance of genres
and topics. This 0.5 Mw English corpus was then translated and the resulting parallel
corpus was used heavily for a whole series of contrastive projects resulting in a number
of contrastive linguistics publications. In fact this was the first usage of the computer
corpus in the contrastive research in the whole history of linguistics and this fact is usually
unknown by most of corpus linguistics chronologists.

During *70 and *80 the works by old Medieval, Renaissance and Baroque Croatian
authors were processed and concordanced, leading to a typical literary and linguistic
computing type of activities of that time. This set of results represented an important
basis for a number of philological text readings, criticism and authorship detection. But it
also contributed to the experience much needed for larger corpora.

Dana Hlavackovd, Ale§ Hordk, Kldra Osolsobé, Pavel Rychly (Eds.): After Half a Century of Slavonic Natural Language Pro-
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From 1976 until 1996 a One-million Corpus of Croatian Literary Language (also
know as Mogus’s corpus) was compiled and processed resulting in the Croatian Frequency
Dictionary (Mogus et al. 1999) built upon it. This corpus was the first attempt to build a
representative Croatian corpus even being of the modest size at the end, but certainly not
in the beginning, in the time of its design. Still, the experience gained with processing this
corpus was valuable for the following project, namely compiling of the Croatian National
Corpus.

2 Previous versions of HNK

Although some initiatives and arguments for building a multi-million representative
corpus of Croatian existed even earlier (Tadi¢, 1990), the real kick-start happened after
the Ramesh Krishnamurthy had a two-day course in computational lexicography with
heavy exploitation of corpora developed within the COBUILD project (Bekavac, 1997).
This meeting was organized by the Croatian Academy of Sciences and Arts in Zagreb
in 1997-11 and a number of Croatian linguists attended it. The representatives from the
Ministry of science and technology understood clearly that building a large representative
corpus was of the vital importance for preservation of Croatian language by building the
language technologies for it. The financial support was provided from that point on. It
could be said that it was a modest one, but still important for the beginning of building
the HNK in late 1998. Later, HNK was supported in three nationally funded projects:
Computational processing of Croatian/130718 (1996-2000), Development of Croatian
language resources/0130418 (2002-2006) and Croatian language resources and their
annotation/0130618 (2007).

2.1 Version 1.0

The theoretical background for HNK was laid down in two papers (Tadi¢, 1996; Tadi¢,
1998) where the need for a Croatian reference diachronic and synchronic corpus was
expressed. Also its basic structure was defined, its size, span and other parameters
indicated and web accessibility suggested from the first day

The basic structure of the v 1.0 was described in detail in (Tadi¢, 2002) so here we can
give a brief general overview. The primary structure of the HNK was actually two-folded.
It existed as:

1) 30-million corpus of the contemporary Croatian standard language where texts
produced since 1990 were collected covering different domains, genres and topics. This
corpus was considered to be representative for the contemporary standard.

2) HETA (Croatian Electronic Text Archive) where texts older than 1990 were
collected or the whole series of texts that would misbalance the representativeness of
30m-corpus.

This two-fold structure actually presented a real corpus (30m) and a text-collection
(HETA) as a reserve text repository that could also serve in diachronical perspective.

Since there were no recent research on text production/reception in Croatia at that
time that would give us some insight into text flow in the society, we had to rely on data

! The HNK web-page is at the address: http://hnk.ffzg hr.
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from commercial and marketing surveys, literary critics suggestions, general statistical
data on book selling and borrowing, but we also inspected the structures of other very
large corpora (BNC and CNK).

From the beginning several important technical decisions were made. We limited the
sources of texts by not allowing typing or OCR. This has left us just with e-text that had
to be adapted and/or converted into desired encoding. Also, since we concentrated on the
written language only, we needed no transcription. In this version of HNK there were no
translations (although subtitles in movies and series have the largest audience in Croatia)
and there were no poetry since we wanted to have a good average starting point for the
most used functional styles. One of technical decisions that was made back in 1998 has
proven to be rather long-sighted and that was the immediate usage of XML encoding
instead of at that time more popular SGML.

By 2002 more than 150 Mw of texts were collected, but this collection was certainly
not balanced. At that time 30m-corpus was more than 17 Mw in size. The 30m-corpus
was freely searchable via web interface starting from the 1998-12-05 and the first test
sample of only 3 Mw in size.

2.2 Version 2.0

In 2004 the two-fold conception has been abandoned for a simple reason. During that year
at the Institute of Croatian Language and Linguistics a large diachronic text collection
(from 11" century onward) started to be collected This has lifted the burden of
diachronic text collecting and processing from our shoulders and allowed us to concentrate
on the contemporary Croatian standard and build a proper representative corpus.

The beta-version 2.0 of HNK was introduced in 2004-12 with 46 Mw of newspaper
texts on a new technical platform, namely the well known Bonito/Manatee client/server
architecture (Rychly 2000). Since 2005-12, the HNK has reached 101.3 Mw in size
covering different genres, text types and domains, but still not completely up to the
desired proportions and balance.

2.3 New text samples for version 2.5

Since 2009-04 there is a new version (v 2.5) of HNK on-line. In that version there has
been a change of certain subcorpora. The subcorpus "Klasici" that actually included some
literary works older than 1990 but that are extensively used in elementary and higher
schools as obligatory literature, was extracted from HNK and now it functions as an
independent corpus of ca 3 Mw in size.

In its place a 6 Mw subcorpus of texts from "Vijenac", a bi-weekly newspaper for
culture, science and arts has been introduced thus adding to the overall size of HNK
(104.3 Mw). This addition also introduced a lot of new domains and topics that are now
represented in HNK and that were missing.

But the main difference from v 2.0, that has also included the additional value to
HNK, is the lemmatization and full MSD-tagging of HNK that has been done in early
20009.

% http://riznica.ihjj.hr
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3 Lemmatization and MSD-tagging

Lemmatization and MSD-tagging of HNK was done by combining the existing language
resources and tools for that task, namely Croatian Morphological Lexicon and MSD-
tagger CroTag, into a hybrid system for MSD-tagging and lemmatizing.

3.1 Croatian Morphological Lexicon

Croatian Morphological Lexicon (HML) was generated by the Croatian Inflectional
Generator (Tadi¢, 1992 and Tadi¢ 1994) that was used as a computational model
for Croatian inflection. It is a classification based system that includes 614 different
inflectional paradigms (or patterns) that cover all phenomena in Croatian inflection (stem
or ending alternations, different stem-endings behavior etc.). It was built as a flat model
that respects the linguistic units, but it is not computationally optimized in any way and
there it offers a lot of space for improvement.

The result of the generator was the Croatian Morphological Lexicon (Tadi¢ & Fulgosi
2003; Tadi¢ 2005) which is a simple list of triples (word-form, lemma, MSD). The tagset
and lexicon format are MulTextEast compliant (Erjavec et al. 2003) and were developed
following the specification for Croatian that exists in MulTextEast since 1998.

The HML v 4.6 covers: 45,000+ lemmas of general language; 15,000+ lemmas of
personal fe/male names; 50,000+ lemmas of surnames registered in Croatia (Boras et al.
2003). All this yielded more than 4 million entries, i.e. triples (word-form, lemma, MSD).
In HML 1475 different MSD tags were detected according to the MTE v3 specification
and could give us the approximate image of the tagset complexity.

The HML is stored in a database in the Croatian Lemmatization Serveil] which is
functioning as a freely accessible web service that allows individual queries, but also
uploading of UTF-8 verticalized text or XML document for processing.

HML coverage was tested on a 46 Mw daily newspaper corpus and 96.4% of tokens
were known, while 3.6% of tokens were unknown (mostly foreign names and misspellings)
to the lexicon. Also, all words that are searched are stored in server logs and the system
is automatically collecting the unknown words for manual updating or for procedures of
automatic updating (Oliver & Tadié, 2004; Bekavac & §ojat, 2005).

3.2 CroTag MSD-tagger

After the initial experiments with application of a well-known stochastic tagger TnT
(Brants, 2000) to the Croatian language (Agi¢ & Tadi¢, 2006), where accuracy on PoS
only was 98.63% and on full MSD was 89.95%, we decided to build our own stochastic
tagger for Croatian (CroTag). The main reason was that it would allow us to control the
fine-grained parameters of the system in order to achieve several more percentages over
the baseline accuracy in full MSD tagging.

The CroTag was inspired by TnT and its open source reimplementation HunPos
(Halécsy et al. 2007). It features trigram/second order HMM tagging paradigm with linear
interpolation, suffix trie and successive abstraction for unknown word handling. Its input

* http://hml.ffzg.hr



New version of the Croatian National Corpus 223

and output formats are identical to TnT so it could be combined with the existing TnT
tools for pre- and post-processing.

The CroTag was trained on subcorpus CW100, a 118 Kw tagged and manually
disambiguated newspaper corpus collected from texts from "Croatia Weekly". The
accuracy of full MSD tagging of CroTag was tested in two different cases:

1) realistic: CroTag trained on ten folds and tested on unseen part, accuracy: 86.05%
in the worst case;

2) idealistic: CroTag trained on the entire CW 100 and tested on seen part, accuracy:
97.51% in the best case.

Since the accuracy in the realistic scenario was not satisfactory, we decided to combine
existing resource (HML) and tool (CroTag) into a hybrid system.

3.3 Hybrid system

How to improve overall MSD tagging accuracy by a hybrid system is described more in
detail in (Agi¢ et al. 2008) and here we will give just the general overview.

HML was encoded as a minimal finite-state automaton using TMT-library tools (Sili¢
et al. 2007) for conversion. The basic idea was to use the inflectional lexicon in that format
as a run-time handler for words unknown to stochastic tagger. For full MSD-tagging we
gained on the best case side (97.97%), but we also lost on the worst case side (85.58%).
But, with this system we increased accuracy on the most problematic and highly frequent
PoS i.e. adjectives, nouns and pronouns. The full MSD-tagging was done on the HNK v
2.5 and this version is now available for querying with Bonito featuring queries such as
[msd="Nc..g"] which are common to other MSD-tagged corpora using this platform.

Also, the same hybrid system was used for disambiguation in the process of
lemmatization. Different ways of merging the HML and CroTag output for disambiguating
the lemmatization is described in detail in (Agi¢ et al. 2009a). The general idea is to use
the output of MSD-tagger for selecting between several possible MSDinterpretations from
the inflectional lexicon in the case of homographs. Between several possible methods
of merging inflectional lexicon with stochastic tagger, the most successful one was to
compare the MSD provided by the tagger with the MSD of each lemma suggested by the
HML. The best results were obtained not by using complete tag equality but by using tag
similarity instead. In this way possible errors, that are usually appearing at the end of the
tag, are not taken into account thus yielding the higher accuracy score. In the idealistic
test case this merging method yielded 98.15% in lemmatization accuracy.

The fall-back option in the case of word-form unknown to HML is to take the type as
a lemma. Of course, in the case of a poor inflectional lexicon coverage this would result
in a huge number of lemmatization errors, but since the coverage of HML is quite large
and the list of its entries is based on a frequency counts in a corpus, number of errors is
kept well under control.

The lemmatization was done on the HNK v 2.5 and this version is now available for
querying with Bonito featuring queries such as [lemma="glava"].
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4 Conclusion and future directions

In this contribution we have presented the new version of Croatian National Corpus (v
2.5) and its features. We have described the previous versions of HNK, discussed the
additional texts (or subcorpora) that were added to this version and also presented the
MSD-tagging and lemmatization of HNK using a hybrid MSD-tagger and lemmatizer.

Future directions would certainly include enlarging the HNK so it would provide us
with a quantity of language data of a size that should follow the general trends in corpus
linguistics nowadays. The planned and achievable size is around 200-250 Mw. It should
certainly include more fiction and other so far underrepresented text types and genres. In
this respect a huge textual base of PhD synopsizes from all scientific areas has became
available and it is being processed for inclusion into the next versions of HNK.

Regarding HML, we are working on its enlargement with foreign names, collected
unknown words, automatic generation of certain categories of words (i.e. deverbative
nouns, possessive adjectives of names, names of inhabitants etc.).

Since there is no full evaluation of MSD-tagging errors and/or lemmatization errors
yet, we can not exactly say which direction should be taken. We have made a preliminary
typology and statistics of errors (Agi¢ et al. 2009b) but it gave us just the general trends
and it remains to be verified at the particular cases whether a rule-based error handling
could be more helpful at the most frequent cases of errors (e.g. je could be the 3rd person,
singular, present of auxiliary biti *to be’ and it could be accusative, singular, feminine,
clitic form of a pronoun ona ’she’; both being highly frequent in corpora and often
misinterpreted by the system).

Also there is the problem of lemmatization of unknown words that has been tackled
for Slovene (Dzeroski & Erjavec, 2000). This work remains valuable for any Slavic
language and we are planning the development of such a module for Croatian as well.
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Bringing language technology to the masses
Some thoughts on the Hungarian online spelling
dictionary project

Tamas Varadi
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The present paper is a short informal account of a project the idea of which was
conceived simultaneously and (Deme 1999)independently by both Karel and myself, as
it turned out at the recent FLARENET Meeting in Vienna. The aim of the project is
to provide language guidance for the general public. This activity has always been an
integral part of the tasks of our Institute, the Research Institute for Linguistics of the
Hungarian Academy of Sciences. The Institute was established in 1949 and assigned
the task among others, of maintaining and so called cultivating the Hungarian Language.
Indeed, the whole Academy of Sciences was established in the mid-nineteenth century
with the purpose of guarding and cherishing the Hungarian language. While the Academy
was founded as part of the drive for independence and national self-assertion, long after
these goals have been achieved Hungarian society still very rigidly norm following in
terms of language use. The Academy is looked upon as the final arbiter of language use
and the Institute is still largely perceived as the ultimate source of knowledge of how
Hungarian should be spoken nice and proper.

Hungarian spelling (MTA 1985) is claimed to be following both pronunciation and
the morphological structure of the words. The grapheme phoneme correspondence is
certainly more transparent than in English or French but of course the conservative nature
of the spelling system inevitably means that there is a fair amount of unmotivated graphic
rendering.

For decades, the Institute has been running language guidance services in the form of
a telephone hotline, which latterly has been complemented with the use of email. The
rising cost of labour and the steady popular demand has led to the decision to use the
web as the primary channel for the service. As the logs of decades of language guidance
indicate, the overwhelming majority of the enquiries relate to matters of spelling. That is
why we decided to implement first an interactive online spelling dictionary.

There are two major print-based spelling dictionaries available on the Hungarian
market. One is published by Akadémiai Kiad6é (Deme, Fabian and Téth 1999) and
represents the official publication of the Academy Commission on the Hungarian
Language, the body that is entrusted with codifying Hungarian orthography. Recently, its
ruling position on the market has been challenged commercially by an orthographical
dictionary published by a leading publishing house Osiris (Laczké és Martonfi 2003)
The print editions of orthographical dictionaries contain anything between sixty to two
hundred thousand entries, which include regular mention of a handful inflected forms
that are thought to be problematic. Both dictionaries contain a citation or discussion of
the official rules of orthography with examples.
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Akadémiai Kiadé has recently produced an online implementation of the Hungarian
Orthography Dictionary, which is offered as a bonus to the CD edition packaged with the
printed version (MTA 2008). The dictionary provides little more than a lookup of word
forms with an occasional reference to the relevant rule of the Academy Orthography. A
pirated edition of the Akadémiai Kiad6 version athttp://www.magyarhelyesiras.hu
also offers the same service. If there is no hit, users are left to their own devices.

The approach we adopted rests on two vital technologies: interactive web 2.0
technologies and language technologies. In the rest of this article, I will sum up our
initial findings on the applicability of the latter to this task.

The obvious language resources and tools that could be brought to bear on the
task include a corpus, a frequency dictionary, a morphological analyzer and generator,
a semantic lexicon and a set of local grammars to be deployed interactively in
disambiguating user queries.

A comprehensive reference corpus is a valuable source of data for the frequency
dictionary and other the language technology support. Much as it is useful to be informed
about prevailing frequencies in actual language use, some caution is warranted in taking
raw frequency data at face value. It is, after all a fact of life that the web, particularly
in this day and age of the blog culture, will contain forms that go against the rules of
the official orthography. For the purposes of the present spelling dictionary project, we
decided to exercise some caution. We made it a point of principle to apply a higher than
usual frequency threshold level as a filter against ‘deviant’ forms. In addition, we have
extended the frequency list of the Hungarian National Corpus (Varadi 2000) with a new
collection of electronic texts from the press or general reference material published on
CD’s. Altogether we have generated an additional corpus of 412.6 million running words,
yielding 8.77 million word forms.

At the same time as we emphasize the importance of using sources that can be
reasonably presumed to have undergone some sort of editorial control, it should not be
concluded that we think that corpus data cannot serve as source of guidance to orthography.
There are two good reasons for adducing corpus data as evidence. Hungarian orthography
professes to reflect language use at least in terms of conformity to pronunciation, which is
reflected by the way people "lapse" into committing spoken language into writing. Corpus
evidence is the prime source of information about changing language use. Secondly, rules
(much as grammars) tend to "leak" in that the orthography regulation is often too general
and the examples cited are too sparse to be able to adjudicate on a specific point of usage.
In such a case, there is every justification for drawing deciding evidence for the correct
spelling from facts of actual usage.

The last two points are important not just for the purposes of the present project. It
is our conviction that the body of orthography "legislators" should draw great benefit
from being informed in their constitutive activity by the evidence of actual language use
furnished by corpus data.

Considering the use of frequency data we were confronted with the question whether
the task of compiling a good spelling dictionary cannot be reduced to producing a massive
frequency dictionary. While we opted to compile as large a corpus as possible, we had
to realize that at least for Hungarian the use of brute force strategy will not work. Given
the enormously rich morphology (any ordinary noun root may easily give rise to close
to eight hundred word forms without considering the multiplicative effect of productive
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derivation and compounding (Véradi & Oravecz, Morpho-syntactic ambiguity and tagset
design for Hungarian, 1999)) the chances for a corpus of any practical size yielding a
complete coverage of all the potential forms are very thin indeed. As a comparison, the
seventy thousand lemmas in the standard desk size explanatory dictionary of Hungarian
can yield about 120 million productive word forms. On the other hand, the web corpus
based on a snapshot of the whole Hungarian web of the day, yielded about 8 million word
forms. What is more significant, though is not just the number of missing forms but the
fact that they appear to be left out by chance, they feel intuitively just as plausible as
those included in the list.

On the other hand, not every word form of a paradigm is of interest when it comes to
orthography. The printed dictionaries usually contain just a few forms, which readers can
use as basis for analogy about all the other cases that present a problem at all. Instead of
going to the lengths of generating non-attested word form lists of an intractable size, we
have decided to ensure that we have full coverage of these diagnostic forms for all the
lemmas be generating the forms that happen to be absent from the original frequency list.

One consideration that must guide our work throughout is the fact that expectations of
the public are very high in terms of accuracy of the data. Precision and recall figures that
would earn praise for most language technology project may simply prove unacceptable
in the present context. This makes us wary of deploying a morphological analyzer for
fear of generating an unacceptable amount of spurious analyses. As a matter of principle
we want to rely on the robustness of the dictionary instead.

On the evidence of the internal log books, of the language guidance hotline service,
the overwhelming majority of the spelling enquiries relate to compounding i.e. whether
two words are to be written separate or together. We may cover part of the queries by
assuming that our database will contain all words that are written together. This already
is a tall order in the light of the extremely productive compounding rules in Hungarian.
However, it does not necessarily give corroborative evidence for the cases that are to
be written separately, after all, failing to find something in the database may be due to
missing data. Therefore it becomes even more imperative to enrich the lexical database
with as many multiword units as is feasible to collect and this is, of course, an actively
researched area where language technology has a lot to contribute.

Unfortunately, the issue of word division along with quite a number of phenomena is
typically unresolvable without recourse to contextual information and, indeed, semantic
disambiguation. The majority of phenomena involved go beyond the reach of automated
procedures. We cannot delude ourselves of providing a fully automated language guidance
service anyway. Yet, before resorting to the personal helpdesk, we intend to experiment
with interactive disambiguation involving the user. The idea is to tap the native speaker
intuition of users to select the intended correct form through relevant examples. The
difficulties we are facing stem not only from reliably predicting ambiguities but devising
interactive routines with the users that are couched in terms that they find easy to
understand and which enable them to make a clear choice. This is sometimes quite
a challenge as some of the distinctions in the orthography rules rest on highly elusive
distinctions between technical terms. In order to facilitate the recognition and possible
disambiguation of ambiguous phenomena, we have collected all references to semantic
classes in the orthography rules and have decided to mark the lexical database for these
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semantic features. The compilation of such a semantic lexicon will be a valuable resource
in its own right with great potential use in other language technology applications.

In conclusion, this brief, informal survey of the problems encountered and solutions
devised presents a somewhat paradoxical picture. Typically when language technology
is applied to automate a process that used to be done by hand, the problem usually is to
clean up the data and make the tasks explicit enough for algorithmic treatment. Data for
"direct human consumption" as it were, could be slack and ambiguous because the users
instinctively interpreted them in the right manner. It was the machine that presented a
challenge in this regard.

To set up an online spelling dictionary — at first blush an innocuous task — presents the
opposite challenge. The amount of noise considered inevitable in machine systems may
well be unacceptable and we quickly run into tasks that lie beyond current technology.
Yet, this is an exciting application and because of the intense popular interest in matters
of language use it is an area that, as the title suggests, can bring language technology to
the masses.
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Abstract. Abstract. The main focus of this paper is on formalisms for representing
events and reasoning with respect to time and space. The proposals discussed in the
paper are used for the development of a system providing assistance to the security
personnel during a large scale event involving a huge number of participants.
Processing spatio-temporal information is crucial for such systems. The system
will provide the security personnel (analysts) with visualization facilities and
suggestions for decision making. We argue for the adoption of a formalism called
the XRCDC (an extension of the Region Cardinal Direction Calculus) as suitable
for representing and reasoning about events in this context.

Key words:spatio-temporal formalism, computer understanding of natural lan-
guage, visualization

1 Introduction

The main focus of this paper is on formalisms for representing events with respect to
time and space. An appropriate formalism is necessary to develop systems processing
the information conveyed by text messages in terms of events. These events have various
locations, and occur at definite moments. Representing the spatial and temporal aspects
of the information to be processed is one of the central functionalities of the monitoring
system. The general considerations of the paper are illustrated by a case study where the
formalism is being applied to the POLINT-112-SMS system. The visualization module of
this system directly uses the idea of active map, a concept using the XRCDC formalism
discussed in this paper.

2 Visualizing events: the active map

We consider event-based systems for processing incoming information. The purpose of
such a system is to assist decision making from the part of the security personnel. We focus
here on the visualization module which uses what we call an active map (AM). An active
map is a pictorial representation of a set of important events, which can be represented in
various forms. The best way to understand the underlying concept is to think of the active
map as a visualization system which constitutes a computerized animated extension of
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the traditional maps used by the military. In the traditional General Headquarters of past
centuries, generals used pins, small flags or any other gadgets indicating the locations
and moves of the various troops in order to evaluate the situation and to take appropriate
decisions. The AM is meant as a sophisticated version of such traditional maps. The idea
of building active maps is closely related to previous work on the visualization of military
campaigns (Ligozat, Nowak, Schmitt, 2007). In the application discussed in this paper,
the active map is based on a static background representing a soccer stadium. Events are
represented by schematic images, but they may also have sounds, colored lights, blinking
lights associated to them. These representations can be queried e.g. clicking on them
would provide the original texts which resulted in the generation of those events. The
active map also provides zooming facilities which allow the user to "take a closer look"
at local situations if necessary.

2.1 Events in the active map

The input to the monitoring system is in terms of messages. Typically, a new message will
trigger the generation of what we call an initial event (IE) with a set of features associated
to it. As an illustrative example, assume that the system has to process the following
message: Some supporters in sector 4 are throwing stones at the security personnel. This
message will trigger the creation of an initial event. The following set of features is
associated to this IE :

source (the observer)

actors (acting agents: supporters; patients: security personnel)

location (sector 4)

temporal span (time duration of the event)

time of reception (time of message reception)

action (type of action: throw; instruments: stones)

aspectual type (on-going event)

2.2 Introducing new events

As events occur in real time, the processing system receives a sequence of messages.
For each new message, a new Initial Event is created. If co-references are detected to a
previous initial event, the decision has to be made to graft the new information onto this
pre-existing event, hence adding new information to it.

As an example of grafting, consider the following message by the same informer:
Some among them are wielding baseball bats.

First a new IE is created, whose source, actors, location and temporal span can be
recognized by the system as co-referential to those of the previous event. The remaining
features are:

time of reception of the message

action (type of action: wield; instruments: baseball bats)

aspectual type (on-going event)

Hence the system will graft the new IE onto the previous one in the active map, while
adding new features to it, and new information is made available for inference (here, the
presence of dangerous weapons can be inferred).
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3 Requirements for the spatio-temporal components

The languages used to represent the temporal and the spatial structures of the events
have to allow the representation of qualitative or indeterminate information. So-called
qualitative formalisms such as those derived from Allen’s calculus (Allen, 1983),
including the rectangle calculus or the region cardinal direction calculus, have these
properties. The choice of a suitable language of representation depends on making
decisions about the parameters of the temporal and spatial representation to be used. This
implies answering a number of questions:

a) Ontological status: of what type are the objects to be represented? Can they be
abstracted as points, lines, regions with geometrical shapes, connected regions?

b) Nature of the information: is it quantitative (the kind of information a robot receives
from its sensors) or predominantly qualitative (as is mainly the case with the information
carried by natural language).

c¢) Nature of the surrounding space: can we make use of global systems of reference
(like north, south, for instance) or do we have to be content with local frames of reference
(typically, the frame of reference represented by some moving person or object)?

d) What is the dimension of the surrounding space? Can we reason in 2D, in an
augmented version of 2D (for instance with a finite number of 2D levels), or do we need
a full 3D space?

e) Nature of the kind of spatial relations we want to represent. If one looks at the state
of the art in the domain of qualitative spatial reasoning, three main types of relational
information have been predominantly studied: topological information, that is relations
such as containment, partial overlap, having adjacent boundaries, or disjointedness;
directional information, with respect to some frame of reference; and qualitative distance
information (near, far, very far).

f) Is time continuous or discrete? In the representation of linguistic data, continuity is
usually assumed (since it is a property of language that it is able to open up any event and
re-consider a previously punctual situation and present it in a second consideration as an
extended one). It has to be remarked, however, that many formalisms can accommodate
both a continuous and a discrete interpretation. This is in particular the case of Allen’s
calculus.

2) Questions linked to the way of anchoring the abstract model to the actual situation:
for instance, a match involves absolute temporal landmarks (beginning of the game, end
of the game, half-period, additional time) as well as occasional, or contingent temporal
landmarks (important events of the game, such as goal, penalty, and so on).

4 Directional calculi

4.1 The rectangle calculus

The rectangle calculus considers objects which are rectangles whose sides are parallel to
the axes of coordinates in a 2D Euclidean plane. Given such a rectangle as a reference,
the qualitative position of any other rectangle can be described using the projections on
the axes of coordinates, which are intervals. Hence those positions are described by a pair
of Allen relations. For instance, in Fig. 1, rectangle A is in relation (oi,mi) with respect to
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rectangle B, since the horizontal projection of A is overlapped by that of B (Allen’s oi
relation) while the vertical projection of A is met by that of B (Allen’s relation mi).

Fig. 1. The rectangle calculus

One obtains in this way a formalism whose composition table, which is the main
tool for propagating knowledge, is basically Allen’s table. The formal properties of the
calculus have been extensively studied (Balbiani, Condotta, and Farifias del Cerro, 1999).

The rectangle calculus can be easily extended to a calculus about rectangles, points
and lines, with the restriction that the lines have to be parallel to the axes. For objects
having other shapes, the simplest method consists in replacing them by their minimal
bounding rectangle. For instance, in the case of Fig. 2, the two regions A and B have
two minimal bounding rectangles mbr(A) and mbr(B), whose relative position can be
encoded as a rectangle relation.

The drawback is that much information can be lost in this way. For instance, disjoint
objects may have overlapping rectangles. This is illustrated in the same figure, where two
objects A and B which are disjoint have overlapping bounding rectangles.

4.2 The Region Cardinal Direction Calculus

The basic cardinal calculus deals with points in 2D space and the eight basic cardinal
directions N, S, E, W, NE, SE, NW, SW, augmented by the identity relation eq. Actually,
the basic cardinal direction calculus is a 2D version of the time-point calculus, in the
same way as the rectangle calculus is a 2D version of Allen’s calculus. It has also been
studied extensively and its formal properties are well known (Ligozat, 1998).

In order to deal more precisely with arbitrary extended regions in 2D space, an
extension of the cardinal direction calculus, called the RCDC (region cardinal direction
calculus) has been proposed by Goyal and Egenhofer (Goyal and Egenhofer, 2001) as
well as by Skiadopoulos and Koubarakis (Skiadopoulos and Koubarakis, 2001, 2004).
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Fig. 3. The region cardinal direction calculus

The starting point of the representation consists in considering the nine regions (called
tiles) defined by the minimal bounding rectangle of a reference object B (Fig. 3). Eight of
them, labelled N, S, E, W, NE, SE, NW, SW, are infinite regions. The minimal bounding
rectangle itself, labelled O, constitutes the ninth tile. In this way, the position of any
region A can be described by listing the set of tiles which intersect the interior of A.
Alternatively, the same information can be conveyed by a Boolean array of length 9 (or
a Boolean 3x3 matrix) dir(A,B) listing whether A has a non-empty (denoted by 1) or
empty (denoted by 0) region in common with each of the nine tiles NW, N, NE, W, O,
E, SW, S, SE, in that order. For instance, in Fig. 3, the relation of A with respect to B is
(N:NE:E), or, using a Boolean array dir(A,B) = [0,1,1,0,0,1,0,0,0].
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The RCDC possesses very interesting properties: it deals with (connected) regions in
the plane and, although still based on the same basic relations, allows a finer expression
of the relative positions of more general regions.

Because of its extended base, the RCDC also implicitly encodes topological
information (as does the rectangle calculus). For instance, referring back to Fig. 3,
the fact that A and B do not intersect is a consequence of the stronger fact that A does
not intersect the tile containing B, and this fact is encoded in the representation (O does
not belong to (N:NE:E). Moreover, the RCDC may be considered as a refinement of the
rectangle calculus. Recent results (Zhang et al., 2008) show that basically it allows to
consider a spatial configuration as ’pixelized’ by the objects present in the environment,
so that those ’pixels’ can be used to characterize a ’silhouette’ of each object which is
much finer than its bounding rectangle. This also means in particular that, if we decide to
replace the objects by their minimal bounded boxes, we get in substance the rectangle
calculus.

5 The Extended Region Cardinal Direction Calculus (XRCDC)

Events are spatio-temporal entities: an event has both a spatial extent and a temporal span.
Hence a qualitative formalism for representing events has to include a temporal dimension
besides the spatial ones. In the applications we are dealing with, we can assume as a first
approximation that two dimensions are enough for representing space. Hence we use
a three dimensional spatio-temporal universe. The simplest choice would be to use the
equivalent of the rectangle calculus in three dimensions (called the 3-block calculus), in a
spatio-temporal context. However, for reasons analogous to those discussed for space,
such a simple solution has drawbacks best illustrated in a one-dimensional example.

5.1 A 1D example

Consider a one dimensional space (which could be the abstract representation of a portion
of a road). A group of people have their vehicle (a camper) positioned near a forest.
During the night, a fire starts at some place A, then progresses along the road. If the
camper stays in position, it will be caught up by the fire. Fortunately, its proprietors get
aware of the fire, wake up, and move their vehicle away. In the morning, the fire has died
out. The camper can move back close to its original position on the road.

As entities in space-time, the fire and the camper can be represented in a 2D space
with a spatial dimension and a temporal dimension, as in Fig. 4. Using minimal bounding
rectangles in the situation shown in Fig. 4 would lose the information that the spatio-
temporal extents of the fire and the camper are in fact disjoint, and this would lead to the
erroneous conclusion that the passengers of the camper may have perished in the fire.

Using the extended cardinal direction scheme in this 2D setting means that we
will both consider the relation dir(A,B) of A with respect to mbr(B), which in the
case of Fig. 4 is (W:0), or equivalently the Boolean array (0,0,0,1,1,0,0,0,0), and the
relation dir(B,A) of B with respect to mbr(A), which is (N:NE:E:SE:S), or in the array
notation (0,1,1,0,0,1,0,1,1). Looking at the latter and observing that O is not a member of
(N:NE:E:SE:S), we know that B does not intersect mbr(A), and hence, a fortiori, that A
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space

Fig. 4. A fire (A) and a camper (B) in a 2D space-time

and B are disjoint. We can conclude that the passengers of the camper may have been
saved.

5.2 When is disjointness preserved?

In the general case, if A and B are two regions in the Euclidean plane which are disjoint,
the rectangle calculus will represent them as intersecting if their minimal bounding
rectangles mbr(A) and mbr(B) intersect. The XRCDC will only represent them as
intersecting if both conditions " A intersects mbr(B)" and "B intersects mbr(A)" are
met.

>

Fig. 5. Two triangles A and B

Consider the toy example of two triangular regions in a unit square represented in
Fig. 5. Suppose that both triangles have two sides of length x, where 0 < x < 1. Then
it can be easily shown that their minimal bounding rectangles intersect if x is greater
than 1/2. In the left part of the picture, x < 1/2. On the other hand, the minimal bounding
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rectangle of each triangle intersects the other triangle only if x is greater than 2/3. The
limit case is shown in the right part of the picture. In this particular case, then, the XRCDC
formalism is at an advantage with respect to the rectangle calculus if 1/2 < x < 2/3.

5.3 The extended region cardinal direction calculus (XRCDC)

The extended region cardinal direction calculus is the three dimensional analogue of the
2D space-time we have just considered above.

However, since dealing directly with 3 dimensions would result in 27 tiles, the
XRCDC deals separately with three 2D projections: if the spatial dimensions are X and Y,
and the temporal dimension T, then we consider the three pairs (X,Y), (X,T), and (Y,T).
For each pair, the projections of the reference object B is considered, resulting in nine
tiles in the corresponding plane. An arbitrary object A has a projection whose relation
with respect to the projection of B can be described by listing the set of tiles having
a non-empty 2D component with the projection of A. Hence the XRCDC uses triples
of direction-relation lists dir(X,Y)(A,B), dir(X,T)(A,B), dir(Y,T)(A,B) of the region
direction calculus to represent relations between events.

6 Reasoning about events using the XRCDC

The XRCDC is a qualitative reasoning which basically fits into a wide family of calculi
which are similar to Allen’s calculus. For all those calculi, reasoning is based on the
propagation of information using the operation of composition of relations. In the context
of the RCDC, the problem of computing composition has been extensively studied by
Skiadopoulos and Koubarakis (Skiadopoulos and Koubarakis, 2004), who defined explicit
algorithms of computation. The same methods can be used in the XRCDC, by computing
composition independently for the three pairs of dimensions.

Reasoning about events involves using both explicit knowledge (such as concluding
directly to spatio-temporal disjointness; cf. the fire-and-camper example), and implicit
knowledge deduced by using composition. In the actual use of the formalism described
below, other features of the events such as closeness are represented and may be used for
reasoning.

7 Application to the POLINT-112-SMS project

7.1 The POLINT-112-SMS project

The idea of active map described above and its implementation based on the XRCDC are
put into practical application in the POLINT-112-SMS project. Within this project we
faced the important problem of enhancing information processing in real-life situations
where the decision making process strongly depends on the quality and adequateness
of the information acquired by the deciding person or team. Typical situations are those
involving a large concentration of people behaving emotionally and participating in an
event protracted over an extended time period. Such situations belong to the category of
emergency situations where early diagnosis may decide of the efficiency of preventive
measures.
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In the POLINT-112-SMS project, we focus on monitoring large scale sports events,
such as high-risk soccer matches, where potentially dangerous events can occur at hardly
foreseeable moments. Political events, popular musical shows etc. also belong to this
category.

It is the responsibility of the organizers and/or specialized services (e.g. the police) to
set up appropriate security structures. Typically, such a structure involves (at least) the
following three categories of agents: observers, analysts/decision makers and operating
forces. The role of human observers is crucial. It consists in keeping close attention to
what is happening in various parts of the scene (e.g. a soccer stadium) and to inform
the analysts from the central crisis management center of any unusual or menacing
event they have observed. Observers must communicate with analysts using appropriate
communication channels and human communication protocols.

Concerning communication, several problems have to be taken into account:

- the capacity of the communication channel and the structure of the deciding body
may be at the origin of important bottlenecks in case of critical situations (large number
of messages coming in the same time from different observers).

- the quality of information processing has a direct impact on the quality of crisis
management: contradictory pieces of information as well as impossibility of interpreting
all of them at the same time may be at the origin of serious (sometimes critical)
deformations or misinterpretation of the incoming messages.

- on-the-fly interpretation of human reports is at the origin of errors due to the lack of
precision of these reports, typically made in human, uncontrolled language (including
errors, abbreviations, lack of conceptual consistence).

Because of time constraints (time pressure), of the dynamic character of the
environment, of the nature and quality of the data (poor quality data, contradictory
elements of information, imprecision), and of the need for tracing and monitoring the
decision process, it is desirable to support the decision process with automatic processing.
In order to combine the human knowledge based on the human conceptualization of the
world with computer technology, qualitative models of knowledge representation and
processing seem appropriate.

In the POLINT-112-SMS project we assume that the observers use cell phones to
communicate between them and with the crisis management headquarters. Because of
the noisy (and potentially hostile) environment, a privileged way of communication
is via SMS messages. The crisis management supporting system supposed to process
information primarily expressed in natural language needs to be interfaced to a subsystem
for understanding written natural language short messages. The tasks of the system
include:

- monitoring the natural language information flow from the observers to the crisis
management center (and in some cases interact with the users),

- interpreting messages, queries and requests addressed directly to the system,

- analyzing messages in order to extract information,

- interpreting and processing this information (including consistency checking and
visualization).

The overall vision of the system is shown in Fig. 6.

The central idea of the knowledge management in the system is to process and
represent information in terms of events. Events are located at various locations and
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Fig. 6. POLINT-112-SMS system (Vetulani et al. 2008)

occur at definite moments in time. Hence representing the spatial and temporal aspects of
the information to be processed is a central problem for the reasoning and monitoring
functionalities of the system.

The system’s architecture is presented in Fig. 7. The roles of the components are as
follows (Vetulani et al., 2008):

1. The SMS Gate is a module allowing SMS communication with the informer by
means of SMS messages. It is composed of two submodules, one of which is responsible
for sending messages, the other one for receiving them. The SMS Gate communicates
directly with the NLP Module.

2. The NLP Module is the main module responsible for text processing (parsing,
surface understanding). The NLP Module communicates directly with the SMS Gate and
with the DMM.

3. The Dialogue Maintenance Module (DMM) is responsible for dialogue with the
informer. It takes into account the data controlled by the Situation Analysis Module.
Thanks to the DMM, the NLP Module focuses on transforming single sentences into
data structures without storing and processing these structures. The DMM communicates
directly with the NLP and SAM modules.

4. The Situation Analysis Module (SAM) is responsible for reasoning. It acts as the
"brain" of the system. It controls a number of subordinate modules, presented in points
5-12 (at this point some of them are integrated with the SAM). The SAM reasons about the
structures without directly communicating with the informers. The SAM communicates
directly with the DMM.
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Fig. 7. The logical model for the Polint-112-SMS system

5. The World Knowledge Module stores general knowledge. It is used as the system’s
knowledge base. It may contain knowledge about e.g. medical emergency procedures,
city maps, and other information.

6. The PolNet Module. PolNet is a WordNet-type ontology. Apart from the basic
relations of hyponymy / hyperonymy it also contains relations that facilitate various forms
of reasoning.

7. The Reports Module stores information obtained from users in the form of Reports.

8. The Events Module stores information about events. The information stored in this
module can be directly accessed by the Analyst

9. The Event Recognition Module is responsible for creating new events in the Events
Module.

10. The Situations Module stores information about Situations. The information
stored in this module can be directly accessed by the Analyst.

11. The Situation Recognition Module is responsible for creating new situations in
the Situations Module..

12. The Reaction Module is responsible for informing the Dispatcher at the Crisis
Management Center that an action has to be taken (e.g. dispatching an ambulance).

Reasoning in the SAM. The reasoning activity involves various tasks, such as
deciding the right time for a specific action, identifying the components of a complex
event and characterizing it based on its temporal structure, deciding that events in a
sequence of events may be causally related (an explosion followed by a movement of the
crowd) or not (the same events in the reverse order). Therefore the system should be able
to represent temporal and spatial knowledge gathered from various sources (observers,
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built-in knowledge modules and/or event-type specific predefined knowledge) and dispose
of reasoning tools for processing this information. A specific reasoning activity is also
requested by the component of the system which provides the user with visualization
tools (to be discussed more in detail below).

7.2 Visualization aspects of the POLINT-112-SMS project

The visualization of events and objects plays an important role in decision supporting
systems such as POLINT-112-SMS (Fig. [§). It must give quick, synthetic insights into a
dynamically changing situation. Since visualization is directly devised for humans, it must
be in agreement with human conceptualizations: appropriate abstraction levels, especially
concerning time and location of events, suitable external aspect of entities (persons,
important artifacts, landmarks). This is a further reason why a qualitative approach to
space and temporal knowledge representation is appropriate.

A stadium as a static element has a well-defined structure with hierarchical aspects.
Most of the action, from the point of view of security, is likely to happen outside the
playing field (excepting the rare possibility that groups of supporters or spectators enter
it). So the main locations will refer to regions in the part of the stadium where spectators
and supporters are present.

The situation of a soccer game involves a great deal of a priori knowledge about what
a game is and what has to be expected from the supporters (and players) in a normal,
non-disturbed game, in order to detect the abnormal, potentially dangerous situations as
soon as possible.

As a process, a soccer game has a well-defined temporal structure, which implies
consequences for the temporal and spatial knowledge management: the teams are
supposed to play for well-defined durations at well-defined locations, one of the main
distinctions being between the two periods. Each event has to be inserted in this pre-
existing frame, and part of the reasoning and decisions to be taken will depend on the
particular temporal environment of this event.

At the present stage (first beta tests), the system is still in development. Nevertheless
the decision concerning the choice of formal methods and tools have had to be taken at the
earlier design phase. Among the planned functionalities of the POLINT-112-SMS system
is e.g. the visualization of hypothetical events resulting from possible decisions of the
emergency staff (decision makers). It is quite clear that such hypothetical considerations
about the possible future events resulting from not yet implemented decisions must take
into account the partial or/and fuzzy character of the spatio-temporal knowledge about
events.

As noticed above in this paper, many qualitative formalisms allow the representation
of partial knowledge about relations between events, the formalism we have proposed
being one of them. We are currently devising suitable ways of visually representing fuzzy
or partially determined information.

8 An example of the use of the XRCDC in the POLINT-112-SMS

Let us give a short example of the way the XRCDC is applied in the POLINT-112-SMS
system (for more details cf. also Osinski, 2009). We consider the soccer playing field
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Fig. 8. The active map of the POLINT-112-SMS system (as designed by P. Kubacki and
K. Witalewski).

with two adjoining zones, sector A and sector B. Here the spatial dimensions are North
and East. The temporal dimension T constitutes a third dimension.

Suppose that a message sent by an informer introduces two new events, a meeting and
a fight: The meeting took place in front of sector A (between A and the soccer ground),
close to sector A. The fight started just after the meeting, to the south of the meeting place,
and close to it.

Assume that, because of its knowledge of the layout of the situation, the system can
interpret correctly the relative spatial expression in front of. It will use in its knowledge
base dir(E,N)(X,Y), dir(E,T)(X,Y) and dir(N,T)(X,Y) arrays for all pairs of objects X and Y.

Let us assume that another informer sends a new message asking for information:
I am in sector B. Where did the meeting take place? In order to answer correctly, the
system has to compose its knowledge about the (static) relation of sector B with respect
to sector A with what it knows about the fight. After a successful computation, it could
answer: The fight took place to the north-west of sector B.

Fig.[9]presents the spatio-temporal situation as it is represented in the system using
the XRCDC. The graphical interpretation of the knowledge about the events collected in
the system consists of (a) the projection on the north-east plane, (b) the projection on the
time-north plane, (c) the projection on the time-east plane.
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