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Abstract. The aim of the paper is to verify the influence of the used ma-
chine translation system on the level of sentiment in the translated text
from Slovak to English using the available systems Google Translate and
DeepL. The experiment was carried out on a parallel corpus created from
subtitles of movies of different styles. The raw parallel corpus contained
subtitles in Slovak and English. IBM Watson Natural Language Under-
standing service was used to identify the sentiment in the subtitles of ten
movies of different genres. The paper also describes the methodology of
preparing the dataset suitable for sentiment analysis using the IBM NLU
service. The research showed a high correlation between human text and
machine translation of subtitles for both translation systems. The research
results show a high level of consistency of sentiment levels in both forms
of translation. Based on the results obtained, the results of sentiment in
machine translation can be generalized for the two most widely used trans-
lation systems.
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1 Introduction

The quality of machine translation depends on many factors. The text has
many characteristics that need to be preserved in translation. However, there
are also properties such as gender [1] or other regional formal habits that are
not transferable between languages. A human translator can transfer some but
machine translation has a problem with them.

An important characteristic of the text is the sentiment and the related
emotion that the text should evoke. This is especially important in artistic texts
such as poetry, prose, or film scripts. Emotion can also be captured in a text
by observing an actor’s performance. Sentiment and emotion can be identified
in different ways. One of the most widely used is a tool from IBM that uses
the IBM Watson supercomputer. For this purpose, the IBM Tone Analyzer tool
was a service launched as an application programming interface (API) by IBM
Corporation [2]. The IBM Watson™ Tone Analyzer service will be completely
shut down in 2023 and is currently being replaced by the IBM Watson™
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Natural Language Understanding service on IBM Cloud as part of IBM’s service
offerings. In the area of Natural Language Processing, researchers [3] compared
DialogFlow, LUIS, and Watson, where Watson performed the best. IBM Watson
Natural Language Understanding (IBM NLU) is a machine learning system that
uses linguistic models to break free text into important words and phrases,
called keywords. The program then calculates a general sentiment score for
each keyword [4]. The sentiment_score variable indicates the sentiment measure,
which takes values from -1 to 1.

Sentiment analysis is the field of studying and analyzing people’s opin-
ions, sentiments, evaluations, appraisals, attitudes, and emotions [5]. Many re-
searchers are investing a lot of energy in developing a sentiment analysis tool
for different languages. This analysis has to take into account the creation of a
large dictionary, the use of artificial intelligence, and so on. If it would be possi-
ble to use an already established tool, such as IBM Watson NLU service, for the
Slovak language, these resources could be used more efficiently. The problem
of using resource-rich languages [6,7] (typically English) for text identification
in low-resource languages is dealt with in the area of cross-lingual sentiment
analysis or classification [8].

The aim of this paper is to compare whether the results of sentiment analysis
in machine translation differ between the two most widely used tools. For
the analysis, it is necessary to obtain a parallel corpus of the Slovak language
texts and the corresponding English human-written text. For this purpose, in
this research movie subtitles will be used. However, this research will not use
community-created subtitles but professional subtitles from a streaming service.
These are high-quality human translations, which are also used, for example in
English language teaching [9].

For the human translations, machine translations were obtained using the
two most widely used online machine translation systems, Google Translate and
DeepL. Their outputs were compared in the analysis. Using the IBM Watson™
Natural Language Understanding service were identified the sentiments of
each segment in different versions of the translations: human-written text (EN),
Google Translate machine translation from Slovak to English (GT), and DeepL
machine translation from Slovak to English (DL).

The structure of the paper is as follows. The second section contains related
work in the field of sentiment analysis. The third section describes the experi-
mental setup, used dataset and applied research methodology. The subsequent
section focuses on the research results based on the sentiment analysis and eval-
uation of the research problem. The fourth section offers a discussion of the
results.

2 Related work

Sentiment analysis can be considered as a sub-field of information extrac-
tion [10]. Several commercial systems exist for sentiment analysis as Ama-
zon Web Services Amazon Comprehend, Dandelion Sentiment Analysis API,
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Google Cloud Platform Natural Language API, IBM Watson Natural Language
Understanding, Lexalytics Semantria API, MeaningCloud Sentiment Analysis
API, Microsoft Azure Text Analytics, Paralle]Dots Sentiment Analysis, Repus-
tate Sentiment Analysis, Text2data Sentiment Analysis API, TheySay PreCeive
API or twin word Sentiment Analysis API [11]. IBM Watson NLU is one such
system, which provides sentiment analysis scores with great accuracy based on
the information presented to it [12] and that was the reason it was used in the
research. IBM Watson has been used by researchers in sentiment analysis often
for different types of reviews [4] or social media posts [13].

Kapusta et al. [14] aimed to explore the influence of sentiment analysis
on fake news identification. The most important finding was that there are
statistically significant differences in the article sentiment where the fake news
articles were identified with more negative sentiment. The authors used a basic
sentiment classification method. Evaluating the assessment of the truthfulness
of a text and its sentiment has also been addressed by Reichel et al. [15].

The scientific field that deals with sentiment analysis using multiple lan-
guages and machine translation is called Cross-lingual sentiment analysis
(CLSA). CLSA leverages one or several source languages to help the low-
resource languages perform sentiment analysis tasks. The models used in the
CLSA methodology can be significantly refined if it is possible to find the best
range of source languages for a given target language. The authors see the limi-
tation mainly in the wrong models and data available for some languages, such
as the Slovak language [16]. This area has been addressed by researchers for
different languages or combinations of languages.

A comparative study [17] verifies sentiment classification from Chinese texts
(reviews) using sentiment analysis in English. The authors compare sentiment
from human translation and machine translation of publicly available services
such as Google Translate, Yahoo Babel Fish, and Windows Live Translate.

3 Experimental setup

We addressed the following research question in the experiment:

RQ: Is there a significant difference between the translation systems Google
Translate and DeepL in the accuracy of identifying sentiment scores compared
to human texts?

We can infer the null hypothesis from it.

HO: There is no statistically significant difference between the correlation
of sentiment level in human text and in Google Translate machine translation
compared to the correlation of sentiment level in human text and in DeepL
machine translation.

Through an experiment, we measure how much the sentiment score in the
source text and the sentiment score in the machine translation from Google
Translate match. In the same way, we will evaluate the level of agreement in
sentiment between the original text and the machine translation from the DeepL
system. We then compare these values. If the sentiment rates match across
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translators, this will mean that the results of further analyses of sentiment in
machine translation can be generalized to all common translation systems. A
more detailed description of the research process is given in the following steps:

1. Data preparation
(a) Source corpus preparation
i. Alignment of Slovak and English subtitles into a coherent parallel
corpus.
ii. Removal of erroneous, inconsistent, repetitive, or unnecessary
records.
iii. Segmentation - Merging sentences that have been split to multiple
subtitles back into a single segment.
(b) Generating a machine translation for each of the subtitles using Google
Translate and DeepL machine translation systems.
(c) Identification of keywords and their sentiment using IBM Watson NLU
service.
(d) Transforming the sentiment of the keywords into a coherent dataset of
sentiment scores of each segment for the three sets:
i. Human text (EN),
ii. Machine translation from Google Translate (GT),
iii. Machine translation from DeepL (DL).
2. Data analysis
(a) Verification of the level of correlation of the identified sentiment of the
machine translations (GT, DL) with the reference sentiment from the
human text (EN).
(b) Comparison of results from Google Translate and DeepL.
3. Verification and interpretation of results
(a) Verification of research hypothesis HO.

Table 1: Sample of the dataset with subtitles and their machine translations from
Google Translate and DeepL

id Text_sk Text_en Text_gt Text_dl
0 Blake. Blake. Blake. Blake.
5 Zabalili nam jedlo?|Did they feed us? |Did they pack our|Did they pack us
food? food?
6 Nie. Len postu. No. Just mail. Not. Just mail. No. Just mail.
7 Je ¢as na ¢aj! Time for some tea!|It’s tea time! It’s tea time!
Tea’s up!
8 Myrtle bude mat|Myrtle’s  having|Myrtle will haveMyrtle will have
Steniatka. puppies. puppies. puppies.
10 Som hrozne hladny{Oh, I'm bloody|I'm terribly hungry/I'm terribly hungry.
Ty nie? starving.  Aren’t|You do not? Aren’t you?
you?
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3.1 Machine translation generation

The corpus that was used contained 11 601 subtitles from 10 movies of different
styles (war, fairy tale, action, sci-fi, comedy). The raw data had to be cleaned of
erroneous entries, incorrectly paired parallel corpus pairs, and duplicate pairs.
After resolving all errors, we obtained a parallel corpus of subtitles in English
and Slovak. The created dataset contained 8551 segments.

To obtain the machine translation, the two most used online machine transla-
tion systems were chosen: Google Translate, and DeepL. Therefore, in the case
of equality of results, it will be possible to generalize the results for machine
translation obtained from different machine translation systems.

For further analysis, only the variables id (id of the segment), Text_sk, Text_en,
and two variables Text_gt (machine translation obtained from Google Translate)
and Text_dl (machine translation obtained from DeepL) were needed (Table 1).

3.2 Sentiment analysis

A tool IBM NLU was used for sentiment analysis. Each segment’s sentiment
analysis resulted in the identification of keywords and the determination of their
sentiment. These results were transformed from JSON format into 3 matrices for
each translation group (EN, GT, DL). There were 3 files with identified keywords
for each segment and an associated sentiment_score value (Table 2). The output
matrix from IBM NLU contains an identified sentiment_score for each keyword
but for the same sentence (id) they match. Thus this is the sentiment_score of the
sentence not of the keyword itself.

Table 2: Sample output from IBM NLU in the form of a matrix

id keyword text_en sentiment_score

5 food Did they feed us? 0

6 mail No. Just mail. 0

7 tea time Time for some tea! Tea’s up! 0.842084

8 Myrtle Myrtle’s having puppies. 0.849348

8 puppies Myrtle’s having puppies. 0.849348

12 priesthood  |It was the only reason I decided against the(-0.839655
priesthood.

The results from the analysis using IBM NLU showed that there are approxi-
mately 18% fewer keywords in the machine translation compared to the human
text (Text_en — 8419, Text_gt — 6886, Text_dl — 6923). After combining all three
categories based on identified /unidentified sentiment, 4076 segments were ex-
tracted. These records were further manually cleaned of erroneous unpaired
segments from sentences split into multiple subtitles. The resulting dataset con-
tained 3768 segments.
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Fig. 1: 2D scatterplots for the correlation of the variable sentiment_score_en and
a) sentiment_score_gt, b) sentiment_score_dl.

3.3 Results

RQ aims to verify whether there is a difference between Google Translate and
DeepL in the results obtained. HO predicts that there is no statistically signif-
icant difference between the correlation of sentiment level in human text and
in Google Translate machine translation compared to the correlation of senti-
ment level in human text and in DeepL machine translation. Correlation anal-
ysis was used to verify the dependence. Correlation analysis verifies, in a sim-
plistic way, that if sentiment is high in human text, it is also high in machine
translation and vice versa. To determine the correct method for correlation anal-
ysis, the distribution of each group of EN, GT and DL was verified. The sen-
timent_score variable does not have a normal distribution. This is confirmed by
the results of the Kolmogorov-Smirnov test for all 3 variables: sentiment_score_en
(D(3768) = 0.256, p < 0.01), sentiment_score_gt (D(3768) = 0.276, p < 0.01) and
sentiment_score_dl (D(3768) = 0.272, p < 0.01). Since enough cases are available,
the parametric method can be used: Pearson’s correlation coefficient was used.
The calculation was performed at a 5% significance level.
Results of correlation analysis (Fig. 1):

- EN/GT: r(3768) = 0.73, p < 0.01,
- EN/DL: r(3768) = 0.74, p < 0.01.

From the graph (Fig. 1), quite a large number of pairs contain the value 0 in
at least one of the variables. This means that sentiment has not been identified
in any of the translations (of the pair). If we exclude these segments from the
analysis in order to mainly evaluate the match in identified sentiment, then the
results look like the following (Fig. 2):

- EN/GT: r(1497) = 0.86, p < 0.01,
- EN/DL: r(1539) = 0.86, p < 0.01.

Considering the correlation results between the human text and the machine
translations (0.73 and 0.74 in the unadjusted dataset (Fig. 1); 0.86 and 0.86 in the
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Fig. 2: 2D scatterplots for the correlation of the variable sentiment_score_en and
a) sentiment_score_gt, b) sentiment_score_dl except for segments with neutral
sentiment.

adjusted dataset (Fig. 2)), it can be argued that there is no significant difference
between them. HO is thus not rejected. Hence, the results of Google Translate
are significantly similar to the results of DeepL and therefore it is relevant to
use only one of these systems in further analysis. Based on the rejection of HO,
these results can be generalized.

4 Conclusion

We tested whether there is a significant difference in sentiment analysis for
texts translated by Google Translate and DeepL. The results say that there is no
difference. This means that for further sentiment analysis in machine translation,
it is not necessary to do duplicate analyses for multiple translation systems but
just choose which one suits better based on text style. The results of the research
can be generalized for machine translation from Slovak to English.

By evaluating RQ, it was verified that there is no significant difference
in sentiment transfer in machine translation between the most widely used
machine translation systems, i.e. Google Translate and DeepL. It is therefore
possible to generalize the results for machine translations in general.
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