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Abstract. The Lombard language is a Gallo-Italic language spoken in
the Northern Italian region of Lombardy and some surrounding areas
by 3.5 million native speakers in varied spectrum of bilingual settings
and fluency. However, it is currently listed as ”definitely endangered”
according to UNESCO. Despite some resurging interest in documenting,
revitalizing, and using the language, no Natural Language Processing
resource was specifically build for Lombard. The only existing Lombard-
Italian parallel corpus was created as part of a bigger multilingual project
by scraping aligned text from Wikipedia articles. However, we found
the resulting corpus to be faulty, due to noise and erroneous alignments.
Our work addresses these issues by providing a cleaner, human-revised
version of this resource, which could be used as a stepping stone to build
future NLP tools, such as a Machine Translation system.

Introduction

Lombard is a regional language1 spoken in and around the Northern Italian
region of Lombardy by about 3.1 million people,2 where it exists alongside
the official language, Italian, in varying degrees of bilinguality and fluency.
It belongs to the Gallo-Romance-Cisalpine group of the Western Romance
family of the Indo-European languages, and it is said to have between two
and four varieties, the main ones being Western (in the provinces of Varese,
Como, Lecco, Sondrio, Milan, Monza, Pavia and Lodi, in addition to Novara
and Verbania in Piedmont and Canton Ticino in Switzerland) and Eastern
Lombard (in the provinces of Bergamo, Brescia and Northern Cremona). These
varieties, even with some phonetic, lexical, and grammatical differences, can
1 This definition is preferred over the one commonly used today, even by some aca-
demics, of dialetto (en. ”dialect”, following Coseriu’s (1981) [8] definition of so-called
”primary dialects”), which is arguably both erroneous and derogatory. [5] As Cham-
bers and Trudgill [4] state: ”a dialect is a substandard, low status, often rustic form of
language, generally associated with the peasantry, the working class, or other groups
lacking in prestige”.

2 To these figures, which report numbers just from Lombardy, one must add speakers
in neighboring regions and from Switzerland. Data according to Istituto Nazionale di
Statistica (ISTAT) from 2015 https://www.istat.it/it/archivio/207961
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Fig. 1: Map showing the geographical distribution of the Lom-
bard language and its varieties according to a fourfold subdivi-
sion. L01 denotes Western Lombard, L02 Eastern Lombard, L03
Southern Lombard, and L04 Alpine Lombard. Image retrieved from
https://commons.wikimedia.org/wiki/File:Mappa_Dialetti_lombardi.svg

be loosely considered to be one language, since they are mutually intelligible.
[7,2,11,6] At the present day, the language is mostly used in oral conversation
and no unified orthography exists, with different approaches ranging from
phonetic/phonemic, to historical or etymological ones. One of these is the
proposal by Brasca (2011). [3] Figure 1 shows the location of Lombard and its
variants in Northern Italy.

Despite the relatively large amount of speakers, and featuring literature
and cultural activities in different forms, the current status of Lombard is of
concern due to a plethora of reasons, being them historical, social, political, or
legislative.Discussing these issues,most ofwhich are complex and controversial
(at least for an Italian audience), lies outside the scope of this paper.3 UNESCO
[14] lists Lombard as a ”Definitely endangered” language 4 According to other
3 Tomore in-dept discussion on this topic, see the works referenced in the bibliography.
4 A language that ”is no longer being learned as the mother tongue by children in the
home. The youngest speakers are thus of the parental generation. At this stage, parents
may still speak their language to their children, but their children do not typically
respond in the language.”
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metrics, such as EGIDS (Extended Graded Intergenerational Disruption Scale)
[10], Lombard is between grades 6b ”threatened” and ”moribund”. However,
some interest in Lombard, and other regional languages of Italy, is resurging
with some cultural and multimedia production, academic research, and even
social network and Wikipedia5 pages. Moreover, in 2016 a regional law6 was
passed for the protection and promotion of Lombard.

If a thorough effort towards this goal has to be made in the present day,
Natural Language Processing (NLP) resources must to be developed. Among
such technologies, a Machine Translation (MT) system and its foundational
basis, a parallel corpus, can surely be beneficial to the preservation of the
language. The only existing Lombard-Italian parallel corpus was created as part
of a bigger multilingual project by scraping aligned text fromWikipedia articles.
However, we found this corpus to be faulty, due to the widespread presence of
noise and erroneous alignments. This work addresses this issue by providing a
cleaner, human annotated version of this resource on top of which build NLP
tools, such as a Machine Translation system.

This paper is structured as follows: Section 1 briefly surveys previous work
on Lombard; Section 2 relates the methodology of this work and describes the
resulting corpus; Section 3 discusses its limitations and outlines some future
work to address them; Section 4 presents our conclusions.

1 Related Work

Regarding NLP work on Lombard, not much has been done. Glottolog7 lists
published research on Lombard variants from the 19th century to 2021. Most of
the current research has focused on sociolinguistics and revitalization. Some
systematic documentation of the language, or its variants, has been carried
out in the form of lexical atlases, such as the one by the Fondazione Civiltà
Bresciana.8

While books in Lombard (most likely one of its variants) can be found in
physical circulation, the digitalization of textual sources is lacking, with not
even a full text of the Bible9 freely obtainable online, the only text available being
dictionaries and parts of the Gospel.

As far as concrete NLP resources are concerned, Lombard monolingual
corpora are available only as part of larger projects with Wikipedia dumps [15],
such as W2C [12], and Deltacorpus [13]. To our knowledge, no monolingual
corpus has been built specifically for Lombard.
5 https://lmo.wikipedia.org/wiki/Pagina_principala
6 Regional Law no. 130/2016
7 https://glottolog.org/resource/languoid/id/lomb1257
8 https://www.civiltabresciana.it/pubblicazioni/atlantelessicale.html
9 The Bible is usually the go-to source for unresourced languages, since it is the most
widely translated book in the world and comeswith the advantage of having a built-in
”gold” alignment in the form of verses.
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Fig. 2: An example of a wrong alignment. The translation of the sentences are
as follows: it. ”I can think why he/she thought about me.” lmo. ”There is no one who
thinks about me.”

With regards to parallel corpora, the only readily available one is the par-
allel corpus in OPUS. [17]10 It consists of the Lombard-Italian section of the
WikiMatrix corpus [16] automatically created bymining parallel sentences from
Wikipedia articles trough multilingual sentence embedding similarity. [1] This
resource was revealed to be very noisy and plagued by errors after our prelimi-
nary evaluation of a sample of the proposed sentence pairs.

2 Methodology

2.1 Preliminary evaluation

Ourwork startedwith evaluating a sample of the corpus available on OPUS.We
manually analyzed 500 sentence pairs and determined that 157 were incorrect.
This amounts to 31.4% of the sample being judged either as errors or noise. The
most common instances of these were duplication of the sentence on both sides,
a fully or partially incorrect alignment, or similar sentences or context that were
nonetheless incorrect translations. In some cases, thesewhere loose paraphrases
or summarizations of the Italian text. Where these could be easily fixed, that is if
the extent of the error was roughly under half of the overall length of sentence,
we modified the Italian sentence to match the Lombard one. We did not modify
the Lombard side of the alignments to avoid the injection of further noise in the
data, e.g. through subjective spellings or orthographical choices.

It is relevant to note that some of the removed examples contained well
formed sentences on the Lombard side. Recovering and complementing these
phrases is left to future work, but it signals that a bigger amount of data may be
available to be exploited. Figure 2 gives an example of an incorrect alignment to
be removed.

2.2 Manual annotation

We thenmoved on tomanually revise thewhole parallel corpus, which amounts
to 10.533 sentence pairs. These were divided among five different annotators, all
native bilingual speakers of Italian and Lombard, more precisely the Brescian
variety of Eastern Lombard.11 While it can be argued that this annotator group
may bias the results, we maintain that this risk, while present, is very low for
the task we carried out. Our reasoning is the following.
10 https://opus.nlpl.eu/
11 The author of this paper is also among the annotators.
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Total Correct Removed Modified
10.533 4915 46.67% 5227 49.62% 391 3.71%

Table 1: Number of correct, removed, and modified alignments against the
starting total.

First, the annotators did not provide or choose any kind of data for the
corpus; their task was to judge the correctness of the alignments, which were
independently generated by an automated method. Moreover, as stated in
Section 2.1, even in the instances in which the alignments were manually
corrected, instead of being removed all-together, only the Italian side was
modified in order to avoid the insertion of subjective forms and orthography
in the text.

Second, similar work [9] found that relatively simple annotation tasks such
as evaluating the correctness of a sentence alignment can be carried out effec-
tively even by annotators with little or no proficiency of the languages under
scrutiny. The annotators were all native bilingual speakers of Italian and a Lom-
bard variety. Recall from the Introduction that the varieties of Lombard are to
a great extent mutually intelligible, thus being proficient in one of them should
suffice for this annotation task.

In our manual revision, we removed 5227 pairs, or 49.62% of all the align-
ments, and modified a further 391, the 3.71% of the total. The pairs deemed to
be already correct were 4915, amounting to 46.67% of the total. Thus, the final
corpus has a total size of 5306 sentence pairs. Table 1 gives the numbers of cor-
rect, removed, and modified pairs against the original size of the corpus.

2.3 Corpus

After the revision the corpus has 5306 sentence pairs, the 50.37% of the initial
10.533. The Lombard side has 122.550 tokens,12 the Italian one has 113.385, for
a total of 236.264 tokens. The average sentence length in tokens is 23.10 for
Lombard and 21.37 for Italian. Table 2 summarizes these statistics.

N. of pairs N. of words Avg. sentence length
LMO IT LMO IT

5306 122.550 113.385 23.10 21.37
Table 2: Some figures about the revised corpus: the total number of sentence
pairs, the number of whitespace-separated tokens, and the average sentence
length for each side.

12 Here a token is intended a string separated by whitespace.
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3 Limitations and Future work

Despite being cleaner, the corpus is definitely small, both in scale and scope. It
will have to be expanded with data from other domains and sources to be more
impactful for the training of an MT system which can generalize well across
different domains.

Another limitation of the corpus, which is however inherent in Lombard
text, is the lack of standardisation in orthography. As you may recall from the
Introduction, at the presentmoment, there is no generally accepted orthography
for Lombard and its varieties. This is reflected in the LombardWikipedia, where
pages are written in one of the proposed orthographies and varieties, which is
signalled by a disclaimer on the top of the page. This is an issue if this corpus is
used in the training of a NLP system, since words with the same meaning and
contexts of use will be present in different forms, with lower frequencies and
thus, with worse representations.

Future work will aim to solve these issues from a NLP perspective. Apply-
ing Optical Character Recognition tools to existing text may be worthy of inves-
tigation as a way to augment the size of the corpus. A tool to convert text to
a uniform orthography could be devised leveraging existing dictionaries and
standardisation proposals.

4 Conclusions

This work focused on Lombard, a Gallo-Romance regional language spoken
in and around the Northern Italian region of Lombardy. Despite having more
than 3.5 million speakers, noNLP resource has ever been created specifically for
this language, with most of the research concentrating on documentation and
sociolinguistics issues.

This work thus focused on providing a first foundational NLP resource for
Lombard, a manually revised parallel corpus starting from the only Lombard-
Italian resource available on-line. This corpus was created automatically mining
parallel text from Wikipedia, and was found to be noisy. Thanks to the manual
revision of five annotators, all bilingual native speakers of both Italian and
Lombard, we obtained a cleaner corpus, which is available on GitHub.13

While being small14, this is a first step towards providing NLP tools to
users of the Lombard language, hopefully securing its precarious position in
the diverse and complex linguistic landscape of Italy.
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