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Introduction
“If not now, when?”

Chapters of the Fathers (Pirkei Avot, 1:14)



First Matter
● Infty, 2003: Suzuki et al. Math optical character recognition
● DML-CZ, 2005–2009: Gensim (Generate Similar) to classify and categorize 

mathematical knowledge [43] by automated means and tools (2003 citations by now).
● 2008–2011: DML workshop series specifically targeted for MIR in STEM
● EuDML, 2010–2013: DML that deployed the MIaS search engine
● NTCIR 10, 2013: MIR evaluation competition (MIaS won NTCIR 11)
● Tangent, 2014: visual-based indexing (symbol layout tree) and searching
● MCAT, 2016 system combining text and math for reranking
● Equation Embeddings, 2018, joint embedding model
● TopicEq, 2019, joint text and math topic modeling 
● ARQMath ℅ CLEF  2020, first Q&A in STEM domain



The Math Indexer and 
Searcher of New 
Generation

EqEmb, TopicEq, Bi-LSTM, BERT et al. 
Are you awakened to start the journey?



Equation Embeddings
“The day is short, the labor vast, the toilers idle,
the reward great, and the Master of the house is insistent.”

Chapters of the Fathers (Pirkei Avot, 2:20)



EqEmb (Krstovski and Blei, 2018)



EqEmb-U



Evaluation



Future Work – Operator Trees



Future Work – SGD in Hⁿ (Nickel and Kiela, 2017)



TopicEq
“He who acquires a good name,
has acquired himself something indeed.”

Chapters of the Fathers (Pirkei Avot, 2:8)













Mathematical Expressions Embedding Using 
Tree-Structured Bidirectional LSTM

“What is the right path a man should choose?
Whatever is honorable to himself, and honorable in the eyes of others.”

Chapters of the Fathers (Pirkei Avot, 2:1)



Tree-Structured Bi-LSTM for Maths Embeddings
Bi-LSTM has been applied and works for natural language text

What are we investigating?

Maths expressions (equations and formulae) are a combination of variables (or 
operands) and operators. 

But there are challenges because Maths expressions are not usually a linear 
sequence as applicable in natural language text.

During evaluation, these expressions are broken into logical units and each has 
order of precedence in the evaluation order



Tree-Structured Bi-LSTM for Maths Embeddings

Proposition 1: Denoting each operator in an expression as a target during training, 
then allowing the Bi-LSTM to learn left and right of each target taking into account 
the structured

Proposition 2: Capturing the structure of the entire expression using a grammar 
parsing tool such as BISON, ANTLR of FLEX

Proposition 3: Each parsed expression will then be converted XML and MathML 
using           ML



Tree_ Structured Bi-LSTM for Maths Embeddings



Representation and Transfer Learning for Math
“In a place where there are no worthy men, strive to be worthy.”

Chapters of the Fathers (Pirkei Avot, 2:5)



Math Understanding - Asking Questions 

● Objective is to explain the meaning of the formulae “parts”         
(functions, variables, operators)

● A task is motivated by Answer Retrieval on Stack Exchange            
(ARQMath competition)

● A task can be mapped to Question Answering (like SQuAD)



Math Understanding - Asking Questions 
Q1: What is the meaning of k? / How do you explain k?

Q2: What is the meaning of P here? / How can be P described?

Q3: What is the meaning of v'? / What is the interpretation of v’?

(...) which is used to replace every log P(wO|wI ) term in the Skip-gram objective. Thus the task is to 
distinguish the target word wO from draws from the noise distribution Pn(w) using logistic regression, 
where there are k negative samples for each data sample. Our experiments indicate that values of k 
in the range 5–20 are useful for small training datasets, while for large datasets the k can be as 
small as 2–5. The main difference between the Negative sampling and NCE is that NCE needs both 
samples and the numerical probabilities of the noise distribution, while Negative sampling uses only 
samples. And while NCE approximately maximizes the log probability of the softmax, this property is 
not important for our application.

P1:

Example 1



Math Understanding - Asking Questions 
Q1: What is the meaning of k? / How do you explain k? ➜ lays on (105, 134) of P1

Q2: What is the meaning of P here? / How can be P described? ➜ lays on (65, 74) of P1

Q3: What is the meaning of v'? / What is the interpretation of v’? ➜ ∅

(...) which is used to replace every log P(wO|wI ) term in the Skip-gram objective. Thus the task is to 
distinguish the target word wO from draws from the noise distribution Pn(w) using logistic regression, 
where there are k negative samples for each data sample. Our experiments indicate that values of k 
in the range 5–20 are useful for small training datasets, while for large datasets the k can be as 
small as 2–5. The main difference between the Negative sampling and NCE is that NCE needs both 
samples and the numerical probabilities of the noise distribution, while Negative sampling uses only 
samples. And while NCE approximately maximizes the log probability of the softmax, this property is 
not important for our application.

P1:

Example 1



Math Understanding - Asking Questions 
Q1: What is the meaning of k? / How do you explain k? ➜ ∅

Q2: What is the meaning of P here? / How can be P described? ➜ ∅

Q3: What is the meaning of v'? / What is the interpretation of v’? ➜ lays on (65, 74) of P2

(...) the basic Skip-gram formulation defines p(wt+j |wt ) using the softmax function, where vw and v′w 
are the “input” and “output” vector representations of w, and W is the number of words in the 
vocabulary. This formulation is impractical because the cost of computing ∇ log p(wO|wI ) is 
proportional to W, which is often large (105–107 terms).

P2:

Example 1



Math Understanding - Asking Questions 

● Objective is to explain the meaning of the formulae “parts”         
(functions, variables, operators)

● A task is motivated by Answer Retrieval on Stack Exchange            
(ARQMath competition)

● A task can be mapped to Question Answering (like SQuAD)
● Still tricky: explanation is rather rarely explicit

○ Transitive definitions
○ Inherent meanings
○ Context-dependent



● Objective is to look for different interpretation of the same formulae
● A task similar to Paraphrasing recognition (like MRPC)

Math Understanding - Reformulating 



Math Understanding - Reformulating 
P2:Negative sampling is a variation of NCE used 

by the popular word2vec tool, but it defines the 
conditional probabilities given (w, c) differently:

P1:

This objective can be understood in several 
ways. First, it is equivalent to NCE when k = |V| 
and q is uniform. Second, it can be understood 
as the hinge objective of Collobert et al. (2011) 
where the max function has been replaced with a 
softmax. As a result, aside from the k = |V| and 
uniform q case, the conditional probabilities of D 
given (w, c) are not consistent with the language 
model probabilities of (w, c) (...)

Example 2

An alternative to the hierarchical softmax is 
Noise Contrastive Estimation (NCE), which 
was introduced by Gutmann and Hyvarinen 
[4]. This is similar to hinge loss used by 
Collobert and Weston [2] who trained the 
models by ranking the data above noise. 
NCE can be shown to approximately 
maximize the log probability of the softmax. 
We define Negative sampling (NEG) by the 
objective

which is used to replace every log P(wO|wI ) 
term in the Skip-gram objective.



Math Understanding - Reformulating 
An alternative to the hierarchical softmax is 
Noise Contrastive Estimation (NCE), which 
was introduced by Gutmann and Hyvarinen 
[4]. This is similar to hinge loss used by 
Collobert and Weston [2] who trained the 
models by ranking the data above noise. 
NCE can be shown to approximately 
maximize the log probability of the softmax. 
We define Negative sampling (NEG) by the 
objective

P2:Negative sampling is a variation of NCE used 
by the popular word2vec tool, but it defines the 
conditional probabilities given (w, c) differently:

P1:

This objective can be understood in several 
ways. First, it is equivalent to NCE when k = |V| 
and q is uniform. Second, it can be understood 
as the hinge objective of Collobert et al. (2011) 
where the max function has been replaced with a 
softmax. As a result, aside from the k = |V| and 
uniform q case, the conditional probabilities of D 
given (w, c) are not consistent with the language 
model probabilities of (w, c) (...)

which is used to replace every log P(wO|wI ) 
term in the Skip-gram objective.

Example 2



● Objective is to look for different interpretation of the same formulae
● A task similar to Paraphrasing recognition (like MRPC)
● Yet, it apparently requires deeper understanding of the context
● Computationally demanding 

○ might require quality compromises in favor of feasibility

Math Understanding - Reformulating 



Conclusion
“It is not incumbent upon you to complete the work,
but neither are you at liberty to desist from it.”

Chapters of the Fathers (Pirkei Avot, 2:21)


