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The Lexicographers’ Perspective

Sources of lexical evidence

(a) “Traditional” Corpora

Texts covered by copyright and received from the respective copyright 
owners

Text types

● Fiction (novels, short stories, poetry, …)

● Non-fiction (academic writings, memoires, travelogues, ...) 

● Media (newspapers, magazines, …)

Pre-defined sampling strategy, only “quality” texts accepted 

Foreign-language texts / text samples rarely encountered

Usually small or medium-sized 
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The Lexicographers’ Perspective

Sources of lexical evidence

(b)  Web Corpora

Texts downloaded from the Internet by means of automated procedures, 
copyright status often not clear

Text types

● Presentations of institutions (companies, schools, …)

● Electronic media

● E-commerce

● Blogs, social media, discussion forums 

● Unclassified texts stored in data clouds / archives

● (Almost) no fiction

Sampling strategy difficult to apply
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The Lexicographers’ Perspective

Sources of lexical evidence

(b)  Web Corpora

Texts (mostly) not proofread even by the author,
i.e., quality rather low, lots of “noise”

● Mistakes and errors, non-standard orthography

● Texts without diacritics (or partial use of diacritics)

● Emotions expressed by typography (character repetition, all-caps, 
emoticons/emoji)

● Language code switching (e.g., Czech/Slovak & Ukrainian/Russian in 
discussions)

● Usually very large (billions of tokens) 
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Web Corpora

How much is 1 billion words?



6

Web Corpora

How much is 1 billion words?

200 words per minute

12,000 words per hour

96,000 words per (working) day
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Web Corpora

How much is 1 billion words?

200 words per minute

12,000 words per hour

96,000 words per (working) day

Working days during a year (approximately):

365 – 105 – 10 – 30 = 365 – 145 = 220

21,220,00 words per year
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Web Corpora

How much is 1 billion words?

200 words per minute

12,000 words per hour

96,000 words per (working) day

Working days during a year (approximately):

365 – 105 – 10 – 30 = 365 – 145 = 220

21,220,00 words per year

Years in working life

62 – 16 = 46

971,520,000 words during working life
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Lexicographers’ Perspective 

Why to use web corpora in lexicography

● Can be (usually much) larger than traditional corpora, i.e., more suitable 
for analysis of infrequent phenomena, such as phraseology

● New text types, genres, domains & registers, larger proportion of more 
informal language

● Shorter development/update cycle, i.e, new language phenomena and 
tendencies can be identified earlier: lexical neologisms, adaptation of 
loanwords

Ideal solution (if applicable) – merging (largest) traditional with the web 
corpus for the respective language

prim-6.1-all & Araneum Slovacum Maximum ... Omnia Slovaca (4.49 G)

syn v4 & Araneum Bohemicum Maximum ... Omnia Bohemica (9.53 G)
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Lexicographers’ Perspective

Problem in using web and “merged” corpora

● Language code switching, i.e., foreign language text fragments in 
otherwise monolingual text

● In all Aranea corpora large proportion of English text fragments 
(including in Chinese & Arabic corpora)

In Slovak corpora

● Czech text fragments (usually in discussions, e-shops, etc.)

● Text fragments without diacritics (both Slovak and Czech)

● English text fragments  
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Language Code Switching

Language identification within the “Brno Pipeline” (integrated in 
SpiderLing)

Language components (with separate language models)

● chared (web page encoding detection) … based on characters/trigrams?… 
language model supplied

● jusText (boilerplate removal) … based on list of stop words … supplied 

● trigrams (webpage languge identification) … based on character trigrams 
(unigrams for CJK and some other languages) … language model created 
based on a text sample supplied by the user 

Output of SpiderLing is fairly good but language identification fails in 

(1) distinguishing very similar languages, (2) identifying very short texts,
(3) texts with language code switching
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Language Code Switching

Why lexicographers do / have to bother:

● Inter-lingual (“false”) homographs in concordances and word sketches:
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Language Code Switching
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Language Code Switching

Why lexicographers do / have to bother:

● False items in lists of words not recognized by morphological annotation, i.e., 
potential neologisms
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Language Code Switching

The task

● Identify “wrong” text fragments in the (possibly) lowest reasonable level:
our  decision … sentence level

● Delete or mark them so that they not interfere with “good” text in 
concordances, word sketches and word lists

● Possibly enable some evaluation of the whole procedure  
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Language Code Switching

The task

● Identify “wrong” text fragments in the (possibly) lost reasonable level:
our  decision … sentence level

● Delete of mark them so that they not interfere with “good” text in 
concordances, word sketches and word lists

● Possibly enable some evaluation of the whole procedure

Language identification is considered “solved”:

● Character/n-gram-based approach

● Dictionary-based approach 

But: both usually fails for (a) short texts, (2) similar languages, (3) mixed 
language content
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Language Code Switching

Proposed solution

● Dictionary approach  with very large (“exhaustive”) dictionaries

● Standard tools used for PoS tagging:

Slovak and Slovak without diacritics ... TreeTagger with own language 
model (SNK tagset)

Czech … MorphoDiTa with the newest Czech language model (Hajič tagset)

English … TreeTagger with standard language model (Penn tagset)

● Merge annotations

● Decide on every wordform

● Use summary information to decide on sentence

  



18

Language Code Switching

Proposed solution
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Language Code Switching

Proposed solution
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Language Code Switching

Proposed solution
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Language Code Switching

Proposed solution
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Language Code Switching
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Language Code Switching

Problems

● The Czech tagger is “too good”

● The English tagger tends to tag short strings as NP (proper noun), regardless 
of capitalization

● Very short sentences are difficult to decide

Ideas for improvement 

● Improve the Slovak tagger (enlarge the lexicon)

● Use “worse” Czech tagger, i.e., one with smaller lexicon

● Use PoS information (such as number of finite verbs) as a parameter in 
decision
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